Perfusion MRI quantification in stroke: to deconvolve, or not to deconvolve
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ABSTRACT

Purpose: To investigate the performance of deconvolution-based parameters and summary parameters for quantifying dynamic-susceptibility contrast (DSC) MRI, with particular emphasis on their precision.

Methods: DSC-MRI quantification can be done using deconvolution with an arterial input function (AIF), or by using summary parameters measured directly from the concentration time-curves, e.g. time-to-peak. Despite early studies questioning the reliability of summary parameters, there is currently controversy regarding the benefits of deconvolution-based parameters in stroke imaging, with studies suggesting a similar infarct prediction using summary parameters. While deconvolution is supposed to eliminate any AIF-dependency, the regularisation step reintroduces some of this dependency. Numerical simulations were used to assess the contribution of noise and AIF variability to measurement precision.

Results: Deconvolution was found to considerably reduce the AIF-dependency, but a residual AIF bias remained on the calculated parameters. Summary parameters, in turn, show a lower sensitivity to noise. The residual AIF-dependency for deconvolution methods and the large AIF-sensitivity of summary parameters was greatly reduced when normalizing them relative to normal tissue.

Conclusions: Consistent with recent studies suggesting high performance of summary parameters in infarct prediction, results from this study suggest that DSC-MRI quantification using properly normalized summary parameters may have advantages in terms of lower noise and AIF-sensitivity as compared to commonly used deconvolution methods.
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INTRODUCTION

Dynamic-susceptibility contrast (DSC) MRI is a perfusion imaging technique frequently used in the workup of acute stroke patients (1). For quantification of cerebral blood flow (CBF), mean transit time (MTT), and the time-to-maximum of the tissue residue function (Tmax), the measurement of an arterial input function (AIF) and a deconvolution step are required (2). This is in contrast to so-called summary parameters derived from the tissue concentration time-course, such as its time-to-peak (TTP) and first-moment (FM), which are calculated without deconvolution. However, early studies have questioned the reliability of these summary parameters based on their inherent dependence on multiple haemodynamic effects (e.g. bolus delay, dispersion, MTT) and on the patient-specific AIF (3,4).

AIF-based processing no longer poses any significant computational burden, but it does require some sophistication, either by the user or by an automated software to identify the AIF. The AIF is highly susceptible to patient motion and multiple MR signal artefacts which may change the shape of the AIF and ultimately introduce error in the entire calculated map (5).

Interestingly, in the field of acute stroke imaging, there is currently some controversy regarding the benefits of the use of deconvolution-based parameters relative to quantification using summary parameters, with some studies suggesting that infarct prediction based on summary parameters is as good as (and, in some instances, even better than) the predictions from deconvolution-based parameters (6,7). A possible reason for the reduced relative performance of deconvolution-based methods might be their higher signal-to-noise ratio (SNR) sensitivity compared to that of summary parameters. In fact, deconvolution is known for its very high noise-sensitivity, requiring some form of regularisation to stabilise the solution (8), which in turn often leads to quantification errors (e.g. larger overestimation of shorter MTT values) (9–11). Furthermore, while the commonly used Singular Value Decomposition (SVD) deconvolution based methods (9) are supposed to eliminate, in theory, any dependency on the shape of the AIF, the SVD technique is highly dependent on the
AIF characteristics and the calculated maps are likely to maintain some degree of unwanted AIF dependency. However, this effect has not been investigated in detail yet.

In this study, the reproducibility of both deconvolution-based parameters and summary parameters across realistic noise and AIF shapes is investigated. While several previous studies have focussed on the accuracy of DSC-MRI quantification given one particular AIF shape (e.g. references (9–14)), less emphasis has been given to its precision (reproducibility) in a real world scenario where the AIF shape is highly variable. For a given physiological condition, the precision can be influenced by two factors: first, the effect of noise and, second, the AIF-sensitivity (i.e. the dependency on the specific shape of the AIF that remains despite the deconvolution). Therefore, there is a need to compare deconvolution-based parameters to summary parameters, in order to determine the limitations of each approach, and how they are influenced by each of these sources of variance. To this end, we first used patient data to characterise the range of AIFs for a typical acute stroke study. Numerical simulations were then carried out to synthesise dynamic DSC-MRI data with known ground-truth perfusion values, but using a large number of AIFs, each yielding a simulated dynamic acquisition of tissue with the same underlying perfusion values, but each based on a different AIF. An ideal deconvolution technique should always recover the ground truth values, independently of the AIF. We used established models for the tissue residue function, and a realistic range of tissue and vascular delay parameters. The simulated concentration time-curves were subsequently analysed using two popular SVD-based deconvolution algorithms (9,10), as well as using summary parameters.

METHODS

In vivo AIFs from patient data

The DSC-MRI data included in this study were from acute stroke patients as part of the multi-site DEFUSE2 trial (15). The DEFUSE2 trial study protocol and patient-consent procedures were approved by Stanford’s IRB following standard guidelines and regulations. Details of the imaging protocols have been reported previously (15). In brief, patients were imaged on a 1.5T MRI
scanner; using a gradient-echo PWI to follow a bolus of a gadolinium-based contrast-agent. Relevant parameters (15): TE/TR=40/1800ms, 14 slices (5mm thickness), 128×128 matrix, 1.875mm in-plane resolution, 60° flip-angle. To ensure good data quality, datasets were excluded if they had substantial motion artefacts. Data from 23 patients were therefore included in this study (males/females=11/12, 39–86 years, median 76 years; median time from symptoms onset = 4.8 hours).

**Numerical simulations**

In order to investigate the AIF sensitivity of DSC-MRI quantification, a typical range of AIF curves that could be expected in clinical studies needs first to be determined. To this end, the AIF was measured from each in vivo dataset (to generate 23 AIFs) based on a semi-automatic searching algorithm (16). Each of these curves was then fitted to a gamma-variate function model (17):

\[ \text{AIF}(t) \sim \frac{t^r}{\Gamma(r)} \exp(-t/b) \]  

(Note: in order to compare the shape of the curves from different patients, each fitted AIF was normalised to unit area, and the delay time set to 0). For an easier interpretation of the AIF distribution, the set of \((r,b)\) parameters were converted to TTP\(_{\text{AIF}}\) and Maximum-Peak-Concentration values, MPC\(_{\text{AIF}}\) (4,18). From these set of values, an AIF distribution (Multivariate Gaussian) was determined (see Fig. 1a), resulting in a mean TTP\(_{\text{AIF}}\)=6.58s and mean MPC\(_{\text{AIF}}\)=0.113 (corresponding to \(r_{\text{mean}}=3.66\) and \(b_{\text{mean}}=1.80\)), and an ellipsoid corresponding to its 95% percentile range, with covariance matrix:

\[
\Sigma = \begin{bmatrix}
0.240 & -0.349 \\
-0.349 & 0.933
\end{bmatrix}
\]  

[1]

This percentile range was evenly sampled (44 points, based on a grid aligned with the ellipsoid) to generate a set of simulated AIFs from their corresponding \((r,b)\) values (Note: a further 15 points were evenly taken from the border of the ellipsoid, to characterise also the extremes of the interval).

An illustrative sub-set of the corresponding simulated AIF curves is shown in Fig. 1b, which demonstrates that different patients can have very different AIF shapes, and that this variability must be taken into account in the simulations.
Because the actual form of the in vivo residue function is still unclear, and it may vary between subjects, various published models were considered in this study:

a) mono-exponential decreasing function (9), corresponding to the most commonly used model: \( R(t, MTT) = \exp(-t/MTT) \);

b) gamma-distribution function (14):

\[
R(t, \lambda) = \int_{t}^{\infty} \frac{1}{\lambda} t^{\lambda-1} e^{-\frac{t}{\lambda}} dt
\]

with \( \beta = MTT/\lambda \) and \( \Gamma(t) \) the Gamma function, which can resemble models between exponential and box functions, depending on \( \lambda \) (14). In this study, \( \lambda = 5 \) was chosen as an intermediate case between these two models; and

c) bi-exponential function (19):

\[
R(t, A, \tau_1, \tau_2) = A \times e^{-t\tau_1} + (1-A) \times e^{-t\tau_2}
\]

where \( MTT = A/\tau_1 + (1-A)/\tau_2 \).

Simulations were performed for MTT in the range 3–14 s (1 s increments), tissue arrival delays = 0–12 s (1 s increments), CBV=4%, and TR=1.5 s. This produced a total of 12×13=156 simulated haemodynamic situations. The resulting concentration time-curves were transformed to signal intensity curves, such that the tissue signal-drop (for normally perfused tissue, with MTT=4 s) was 40% for the case of the AIF corresponding to the mean of the distribution. Three noise levels were simulated (SNR=200,50,10), with 1000 noise realisations for each case (for a total of ~500 thousand curves for each AIF case). Figure 2 shows a schematic flow-chart of the simulation set up.

**Reference region**

In clinical and research practice, both summary and deconvolution-based perfusion parameters are often normalised to a contralateral reference region-of-interest (ROI) that is presumed normal. In order to capture this approach, we defined the simulated condition CBV=4%, MTT=4 s, and
delay=0 as ‘normal’, and used it to extract reference values for each parameter, as the mean value of the corresponding simulations.

**Deconvolution**

Two of the most popular deconvolution algorithms were assessed: SVD (9) and its delay-insensitive variant oSVD (10). Note: to explicitly distinguish the parameters calculated by these two methods, we use the prefix ‘o’ to indicate parameters calculated using oSVD (e.g. ‘oMTT’ indicates the MTT calculated using SVD, and ‘oMTT’ that calculated using oSVD). In contrast to SVD (9), where the singular value expansion is truncated based on a uniform threshold for every voxel in every patient, an oscillation index in oSVD offers some adaptive level for the degree of regularisation (10), based on the data quality. However, given that the optimal degree of regularisation depends on SNR (10), different levels were considered for each SNR case:

- SVD threshold = 5%, 10% and 20%, for SNR = 200, 50, and 10 respectively;
- oscillation index in oSVD = 0.095, 0.090 and 0.085, for SNR = 200, 50, and 10 respectively.

CBF and Tmax were then calculated from the maximum of the deconvolved residue function after Fourier interpolation (20,21) (×4 up-sampling); MTT was calculated from the CBV/CBF ratio.

**Summary parameters**

From the concentration time-curves, TTP and the normalised FM (i.e. ratio of the first to the zero-th moments) were calculated as summary parameters, as these are two of the most commonly used summary parameters in previous studies. As it was done for the deconvolution analysis, these parameters were calculated after Fourier interpolation (×4 up-sampling). Furthermore, to obtain a more robust estimate of TTP, this value was estimated from a quadratic fit to five (interpolated) points around the measured maximum concentration.

**Display of Results**

In order to visualize the influence of the AIF shape, the simulation results were reported either as 3D surface plots for the values across the AIF distribution (e.g. estimated Tmax values (in the z-
axis) as a function of the simulated AIF range (with the AIF shape parameters in the x-y plane), or as correlation plots (e.g. estimated MTT vs, true MTT). Unless otherwise indicated, all results correspond to the mono-exponential residue function case, given that it has been the more widely used model to date.

For a given physiological condition, measurement precision is determined by: i) noise, and ii) the variation in the shape of the AIF; there are therefore two sources of variability that must be quantified. This was done as follows: given that we have 1000 noise realisations and 59 simulated AIFs, there is a 59×1000 matrix for every combination of haemodynamic parameters and for each parameter map. For a given calculated parameter map \( X \) (e.g. MTT), the elements of this matrix can be represented as \( X_{ij} \), where \( i = 1, \ldots, 59 \) and \( j = 1, \ldots, 1000 \). When the mean over the 1000 noise realisations is computed (i.e. to calculate the average behaviour due to noise), one gets a 59×1 array (i.e. one result per AIF). The variation in this array is the variation due to the influence of the AIF, which was characterised by its standard deviation (STD) value, i.e.:

\[
STD_{AIF} = STD_{(i)}[\text{Mean}_{(j)}(X_{ij})]
\]  

[4]

where \( \text{Mean}_{(j)} \) indicates the mean over the \( j \) dimension, and \( STD_{(i)} \) indicates the STD over the \( i \) dimension.

Alternatively, if one computes the STD over the 1000 noise realisations (i.e. the variation due to noise), resulting in a 1×59 array, then the mean in this array will reflect the average variation due to noise, \( STD_{\text{noise}} \), which was characterised by its mean value over the AIF range, i.e.:

\[
STD_{\text{noise}} = \text{Mean}_{(i)}[\text{STD}_{(j)}(X_{ij})]
\]  

[5]

To visualise these two sources of variability, they were displayed as upper and lower error bars in the correlation plots:

- **upper error-bar**: standard deviation due to the noise;
- **lower error-bar**: standard deviation due to the AIF.
The results were analysed both for absolute quantification, as well as for relative values (as difference, relative to the value from the reference ROI –see above).

RESULTS

3D surface plots

Figure 3 shows example surface plots for $oMTT$, $oT_{\text{max}}$ and FM, as illustrative examples of the dependency of a given DSC-MRI parameter on the AIF distribution. All graphs on the left column (with absolute quantification) show a slope on the surface, meaning there is some AIF dependency (even for deconvolution-based parameters). As expected, the slope is much larger for summary parameters than for deconvolution-based parameters. The corresponding 95% percentile ranges were 1.3, 1.0, and 6.5 sec in size, for $oMTT$, $oT_{\text{max}}$ and FM, respectively. When the same results are calculated as relative values (right column), the slope of the surface is considerably reduced in every case, indicating that the AIF dependency is greatly reduced. This is particularly the case for summary parameters, where the very large slope is reduced considerably. In particular, the 95% percentile ranges were reduced to 0.2, 0.4, and 0.1 sec in size, for $oMTT$, $oT_{\text{max}}$ and FM, respectively.

Correlations plots

Figure 4a shows the correlation plots for absolute MTT quantification, together with the errors due to noise and AIF (upper and lower error bars). Consistent with previous studies (9–11), both deconvolution algorithms overestimate very short MTT values. This figure also shows that the $STD_{\text{noise}}$ is larger for oSVD than for SVD. Furthermore, Fig. 4 shows that $STD_{\text{noise}}$ increases for both SVD and oSVD with increasing MTT values. When considering the AIF dependency, oSVD performs better, with a lower $STD_{\text{AIF}}$; this is as expected, because the regularisation method of oSVD is more adaptive (by the use of an oscillation-index), so it can vary depending on the AIF shape. Overall, the error of oSVD is mainly dominated by $STD_{\text{noise}}$, as the $STD_{\text{AIF}}$ is very small; this is not the case for SVD.
Figure 4b shows the corresponding MTT results for relative quantitation, showing that oSVD gives more accurate results than SVD. Furthermore, STD\textsubscript{AIF} is reduced for both SVD and oSVD. The oSVD result is still dominated by STD\textsubscript{noise} and remains with a better performance than SVD.

Figure 5a shows the equivalent results for absolute Tmax quantification as a function of bolus delay – NB. Delay was chosen for the x-axis in this case because Tmax is primarily a measure of delay (21). Consistent with previous studies (21), this figure shows that bolus delay has a simple additive effect on Tmax, and Tmax therefore provides a good estimate of delay, albeit by a fixed offset. In particular, a linear fit to the results indicate that this offset is 1.7 s. Figure 5a also shows that STD\textsubscript{noise} for Tmax is smaller for SVD than oSVD, consistent with earlier findings and the higher noise-sensitivity of oSVD. Moreover, as it was the case for MTT, STD\textsubscript{AIF} is smaller for oSVD than for SVD. However, the actual STD\textsubscript{AIF} and STD\textsubscript{noise} values for Tmax were smaller than for MTT.

Figure 5b shows the corresponding results for Tmax for relative quantitation. As with MTT, the STD\textsubscript{AIF} for oSVD reduces considerably and has a better performance than SVD.

Figure 6a shows the equivalent results for absolute quantification of the summary parameter First Moment, when plotted as a function of the simulated MTT. As expected, FM considerably overestimates the MTT value, because it also includes a contribution from the first moment of the AIF. This figure also shows that STD\textsubscript{noise} is very small, much smaller than the values found for the deconvolution-based parameters; however, STD\textsubscript{AIF} is very large. The FM results are, therefore, completely dominated by STD\textsubscript{AIF}. Figure 6b shows the relative First Moment case, which shows a considerable decrease in STD\textsubscript{AIF}, as it was the case with Tmax and MTT, making both sources of variability (i.e. noise and AIF) very small.

Supporting Fig. S1a shows the equivalent results for First Moment displayed over different delays. As in Fig. 6a, STD\textsubscript{AIF} dominates the result and is considerably larger than STD\textsubscript{noise}. In Supporting Fig. S1b, the corresponding results for relative FM are displayed; the same decrease in STD\textsubscript{AIF} is seen, as it was the case for absolute quantification (Fig. 6b).
Consistent with the FM results, the other summary parameter tested, TTP, was also found to severely overestimate MTT; similarly, $STD_{AIF}$ was the dominating contribution to precision. $STD_{noise}$ and $STD_{AIF}$ were found to increase with larger MTT; this increase was also seen for relative TTP quantification. Although the $STD_{AIF}$ is reduced in relative numbers, it still increases with larger MTT. The results for TTP as a function of MTT can be found in the Supporting Fig. S2. When quantifying absolute TTP as a function of delay, the $STD_{AIF}$ was found to dominate the results; this was reduced when relative TTP was considered. The $STD_{noise}$ of TTP remained approximately the same over the whole delay range. For all cases, the STD values were larger for TTP than for FM. The results for TTP as a function of delay can be found in the Supporting Fig. S3.

Effect of Residue models and SNR

The results for $STD_{AIF}$ and $STD_{noise}$ were found to be qualitatively similar regardless of the specific residue model used in the simulations. In other words, the $STD_{AIF}$ was found to be higher for SVD than oSVD, and $STD_{noise}$ was higher for oSVD than for SVD, regardless of the residue model. As expected, however, the actual quantitative values depend of the residue model choice. Results for the various residue models can be found in the Supporting Fig. S4.

As expected, $STD_{noise}$ was found to increase with decreasing SNR. However, the effect on $STD_{AIF}$ was not as simple: while increasing noise had little effect on the AIF variability of $T_{max}$, it reduced the variability for MTT (Note: Results for the various residue models can be found in the Supporting Fig. S5). Therefore, the qualitative results and conclusions from Figs. 4-6 and Supporting Figs. S1-S3 should be valid regardless of the particular simulated condition, although the actual quantitative value might change.

DISCUSSION

This study has a number of new important findings for DSC-MRI. These are described in turn below.
3D surface plots

As could be expected, quantifying DSC-MRI parameters in relative units (relative to contralateral values) reduces the dependency on the AIF shape. In particular, this approach is essential when using summary parameters, given their very large AIF sensitivity. The results from Fig. 3 clearly showed that, despite this very large sensitivity to the specific shape of the AIF for TTP and FM, the sensitivity is greatly reduced (and, for FM, effectively eliminated) when referencing to contralateral values.

Interestingly, despite the use of deconvolution, the MTT parameter calculated from SVD showed a large AIF dependency (e.g. see also Fig. 4), likely related to the fixed threshold used for the SVD truncation (9), which is not effective in adapting the degree of regularisation for different AIF shapes. Our results suggest that MTT, when calculated from SVD, should not be used as an absolute parameter due to its imprecise nature.

Despite its limitations, the more adaptive regularisation in oSVD was found to lead to mild AIF sensitivity when quantifying in absolute units, suggesting that the contribution to precision due to the AIF shape probably can be neglected, even when quantifying in absolute units.

Calculated MTT vs. simulated MTT

As can be seen in Fig. 4, the oSVD method provides more accurate measurements than SVD, regardless whether MTT is quantified in absolute or relative units. The contributions to precision from noise and AIF sensitivity were, however, different: while $STD_{noise}$ is higher for oSVD than for SVD, this is the opposite for $STD_{AIF}$, where $STD_{AIF}$ in oSVD is greatly reduced to, in practice, negligible values. These results are likely due to the fact that the regularization method of oSVD uses an Oscillation Index (10), which provides more flexibility to allow for different thresholds to be used for different AIFs; this is in contrast to the fixed threshold for SVD, which fixes the level of regularisation regardless of the AIF shape. On the other hand, the more adaptive nature of the regularisation approach in oSVD does come at the expense of increased noise sensitivity, which is
the reason for the associated larger \(STD_{\text{noise}}\) values. Overall, the precision of oSVD measurements (both in absolute and relative units) is, therefore, mainly dominated by \(STD_{\text{noise}}\), as the \(STD_{\text{AIF}}\) is very small; this is not the case for SVD, where the two sources of variability are comparable.

**Calculated Tmax vs delay**

The accuracy of Tmax as a function of delay (Fig. 5a) was very similar, regardless of the deconvolution method used: consistent with previous studies (21), both SVD and oSVD show a linear Tmax increase with delay, with an offset of 1.7 sec (~1×TR), which is then eliminated when quantifying in relative units. As it was the case for MTT, the \(STD_{\text{noise}}\) is higher in oSVD, than SVD and \(STD_{\text{AIF}}\) is lower in oSVD than SVD. As expected, the \(STD_{\text{noise}}\) and \(STD_{\text{AIF}}\) where not dependent on delay for oSVD, consistent with the known delay-insensitivity of this deconvolution method (10).

**First Moment**

Consistent with previous studies (3,4,23), FM provided a very inaccurate estimate of MTT, vastly overestimating this parameter. This is because, the first moment of the concentration time-curve (\(FM_C\)) not only has a contribution from the first moment of the residue function (\(FM_R\)), but also a contribution from the first moment of the AIF (\(FM_{AIF}\)):

\[
FM_C = FM_R + FM_{AIF}
\]  \[6\]

In contrast to deconvolution-based parameters, the contribution to FM precision from noise is very small, as can be seen in the \(STD_{\text{noise}}\) in Fig. 6 and Supporting Fig. S1. This is expected, because FM does not require a deconvolution step. In contrast, the AIF variation is very large and cannot be neglected: its contribution fully dominates the FM precision when quantified in absolute numbers, given that the concentration time-curve is highly dependent on the shape of the AIF.

When FM is expressed in relative values, the variation due to AIF reduces to negligible values. This can be explained based on Eq.[6]: by referencing to contralateral values, the \(FM_{AIF}\) term disappears,
making the results AIF-independent. However, it should be noted that the results will vary depending on the shape of the residue function, due to the FM<sub>R</sub> term.

*Time-to-Peak*

Consistent with previous studies (4), TTP was also found to provide an inaccurate estimate of MTT, severely overestimating its value. As it was the case for FM, the variability due to the AIF shape was larger than the contribution to precision due to noise. However, the STD<sub>noise</sub> of TTP is considerably higher than that of FM, especially for tissues with long MTTs. This is due to the fact that, FM is calculated from a larger number of time points (cf. TTP calculated from a smaller number of time points around the peak concentration). This makes TTP estimation more sensitive to noise, particularly for wider concentration time-curves (i.e. from wider AIFs and/or long MTT values), where the estimated position of the maximum from broad peaks can be very noise-dependent (Note: this is not the case for FM, given that the whole curve contributes to its estimate). This suggests that FM is preferable to TTP, when summary parameters are used for DSC-MRI quantification. However, it should be noted that FM will be more sensitive to motion, given that motion artefacts during the first passage of the bolus, but that occur after the maximum peak-concentration, will introduce errors in FM but not on TTP estimation. Once again, STD<sub>AIF</sub> can be considerably reduced by quantifying relative TTP, making STD<sub>noise</sub> the dominating factor.

*Residue Function model and SNR effects*

The results from the different models used to simulate the residue function show that the trends found, and by which conclusions in this study were drawn, are not restricted to the most commonly used model (the mono-exponential function). The qualitative similar results for the three very different residue function models tested provide support that our conclusions should be applicable to the in vivo case, where the actual shape of the residue function is not known. The same applies for the different SNR scenarios tested.
We did not simulate situations where the residue function models in normal tissue and in abnormally perfused tissue were different. Such situations would bias FM and TTP maps by the shape of the residue function. In theory, deconvolution-based maps are not biased by the residue function model, but previous studies have shown that, in practice, there is a substantial difference in deconvolution performance with different underlying residue functions (10). As such, we do not expect this effect to change the conclusions of this study.

**Clinical implications**

A strong AIF dependency for a given parameter (e.g. absolute summary parameters, or even absolute MTT) suggests that the volume of the estimated perfusion abnormality does depend on the specific AIF shape; they are therefore not suited for diffusion-perfusion mismatch assessment (Note: that this is unrelated to the known delay-sensitivity of the SVD, given that the variability in question is only due to the AIF shape). In contrast, the simulations showed that some parameters had a much lower variability due to AIF (i.e. much smaller $\text{STD}_{\text{AIF}}$ values), such it was the case for the relative First Moment and absolute Tmax, and would therefore provide a much more stable estimate of the mismatch volume.

**AIF distribution**

This study has characterised for the first time a realistic range of AIFs from clinical studies of adult subjects, which can be of great use in future numerical simulations of DSC-MRI. Studies using numerical simulations are playing a key role for the assessment and optimisation of analysis methods in DSC-MRI. The vast majority of these studies are based on the use of a single AIF curve, and therefore do not take into consideration the sensitivity to the shape of the input function.

Our simulations demonstrated that the simulated concentration-curves produced a wide variety of curves due to the different AIF shapes. As can be seen in Fig. 1b, the AIF shape can differ considerably from one another. Interestingly, while the AIF case most commonly used in previous numerical simulations (i.e., $r=3, b=1.5$)(9) lies within the 95% percentile range distribution, it is in
fact relatively distant from the mean of the distribution, and has a considerable different shape, more closely representing the shape of some of the narrowest AIFs in the distribution. It is therefore recommended that future studies using DSC-MRI simulations either simulate AIF from the whole distribution found in the current study or, at least, use the parameters corresponding to the mean of the distribution \((r_{\text{mean}}=3.66, b_{\text{mean}}=1.80)\) in order to simulate a more representative case.

**Limitations**

There are a number of limitations that should be mentioned. First, only two deconvolution algorithms were assessed; these were however the most commonly in use at present. The observed residual AIF sensitivity is likely related to the regularisation of the deconvolution, and points out to a limitation of the SVD methods tested, since they both have some degree of uniform regularisation (even for oSVD where a fixed oscillation index is used). It is expected that other deconvolution methods that have a more adaptive degree of regularisation (e.g. some iterative methods (11) and Bayesian-based methods (14,24)) may show a smaller AIF dependency. However, these methods tend to be much more computational demanding (and therefore with an increased processing time), which may not be feasible at present for some applications, such as in acute stroke. Secondly, time parameters (i.e. MTT and Tmax) were only considered among all deconvolution-based parameters; this is due to the fact that they are the most commonly used in stroke MRI studies. Thirdly, for patients with bilateral abnormalities it may be challenging to normalize to a region of normal tissue; AIF-based processing may be a preferred option in such cases. Fourthly, we have investigated the noise-characteristics and AIF-sensitivity of various types of DSC-MRI maps, as well as their sensitivity to haemodynamic delay and tissue MTT. It is not possible, however, to extrapolate these findings directly into their relative clinical performance.

**CONCLUSION**

The performance of different quantitative analysing methods for DSC-MRI data was evaluated. It was shown that, while deconvolution methods did considerably reduce the dependency on the AIF shape (compared with that of summary parameters), they had a residual AIF dependency,
particularly so for MTT maps. Summary parameters, in turn, show a smaller variation due to noise. The residual AIF dependency for the SVD deconvolution methods and the large AIF sensitivity of summary parameters can be greatly reduced (and, in many cases, to negligible values), when quantification is carried out relative to the contralateral side. Our findings also suggest that new deconvolution algorithms should be evaluated in the context of multiple AIF. As shown in this study, AIF shape differences can have a significant contribution to the variability of the calculated perfusion values and an ideal deconvolution method should be minimally sensitive to these shape differences.

In summary, to get the best performance in terms of reduced AIF sensitivity; (i) MTT should be used as relative values; (ii) oMTT and oTmax are better as relative values, although their AIF sensitivity in absolute values is only minor and they could therefore have a role as absolute values; (iii) summary parameters FM and TTP must be used as relative values, if their AIF sensitivity is not to dominate the precision of the results.

Based on the current findings, and those from recent studies looking at lesion prediction (6,7) quantification of DSC-MRI using summary parameters (i.e. without measuring an AIF or performing deconvolution) may provide a good alternative to AIF-based processing. Future studies are needed to clarify how maps of summary parameters (e.g. TTP and FM) compare to deconvolution-based maps (e.g. Tmax) for clinical decision making.
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FIGURE LEGENDS

Figure 1: (a) AIF distribution from in vivo data. Each blue cross corresponds to the AIF from one patient, and is characterised by its TTP_{AIF} and MPC_{AIF} values. The distribution was modelled as a multivariate Gaussian, with the mean indicated by the red circle and the 95% percentile range by the ellipsoid. The black rhombus indicates the location of the widely used AIF model (r=3, b=1.5) (9), labelled ‘Traditional’ in the legend. (b) Example AIF curves simulated from samples in the distribution described in (a); each curve is labelled by its [TTP_{AIF}; MPC_{AIF}] values. The ticker blue line corresponds to mean of the AIF distribution. The dashed line represents the shape of the widely
used AIF model. The figure illustrates the range of AIF shapes that can be found in vivo. It also shows that the widely used AIF model is very different from the shape of the mean of the distribution, and it more closely represents some of the narrowest AIFs in the distribution.

**Figure 2**: Schematic flow-chart of simulation set up. Top left: AIF cases (Note: although 5 cases are shown, 59 were considered for the simulations). Bottom left: residue function models. For each model, a range of MTT and CBV values were considered. Top right: tissue concentration time course; a range of delay values, SNR cases and noise realisations were considered. The tissue curves were analysed either using deconvolution (SVD and oSVD) or using summary parameters.

**Figure 3**: Example 3D surface plots. Left column (a,c,e) shows the surface plots (calculated in absolute units) for oMTT, oTmax and First Moment, respectively. The right column (b,d,f) show the corresponding plots when quantified in relative units. All plots are generated using CBV=4%, MTT=10s, and delay=0s. For all parameters, the length of the range of z-axis scale was kept constant (an 8-sec range fort all) to help visualisation of the reduced AIF-dependency for quantification using relative values.

**Figure 4**: Example correlation plots for MTT and oMTT as a function of true MTT. (a) Absolute quantification; (b) relative quantification. Black solid lines indicate the results using oSVD, and the grey lines the results using SVD. Data were simulated using the mono-exponential residue function, CBV=4%, delay=0s, and SNR=200. The dashed line corresponds to the identity line. The upper/lower error-bars indicate the standard deviation due to the noise/AIF. For ease of visualisation of the error bars, the x-values for the results from SVD and oSVD were slightly shifted in opposite directions, to reduce their overlap.

**Figure 5**: Example correlation plots for Tmax and oTmax as a function of true delay. (a) Absolute quantification; (b) relative quantification. Black solid lines indicate the results using oSVD, and the grey lines the results using SVD. Data were simulated using the mono-exponential residue function, CBV=4%, MTT=4s, and SNR=200. The dashed line corresponds to the identity line. The upper/lower error-bars indicate the standard deviation due to the noise/AIF. For ease of
visualisation of the error bars, the x-values for the results from SVD and oSVD were slightly shifted in opposite directions, to reduce their overlap.

**Figure 6**: Example correlation plots for first moment as a function of true MTT. (a) Absolute quantification; (b) relative quantification. Data were simulated using the mono-exponential residue function, CBV=4%, delay=0s, and SNR=200. The upper/lower error-bars indicate the standard deviation due to the noise/AIF.

**SUPPORTING FIGURE LEGENDS**

**Supporting Figure S1**: Example correlation plots for first moment as a function of true delay. (a) Absolute quantification; (b) relative quantification. Data were simulated using the mono-exponential residue function, CBV=4%, MTT=4s, and SNR=200. The upper/lower error-bars indicate the standard deviation due to the noise/AIF.

**Supporting Figure S2**: Example correlation plots for TTP as a function of true MTT. (a) Absolute quantification; (b) relative quantification. Data were simulated using the mono-exponential residue function, CBV=4%, delay=0s, and SNR=200. The upper/lower error-bars indicate the standard deviation due to the noise/AIF.

**Supporting Figure S3**: Example correlation plots for TTP as a function of true delay. (a) Absolute quantification; (b) relative quantification. Data were simulated using the mono-exponential residue function, CBV=4%, MTT=4s, and SNR=200. The upper/lower error-bars indicate the standard deviation due to the noise/AIF.

**Supporting Figure S4**: Effect of residue function model on the results of the correlation plots. Example correlation plots for: (a) MTT and oMTT as a function of true MTT, and (b) Tmax and oTmax as a function of true delay. Solid colour lines indicate the results using SVD, and the dashed colour lines the results using oSVD, with the different colours labelling the various residue models (Model 1: mono-exponential, Model 2: Gamma-distribution function, Model 3: Bi-exponential). These results correspond to absolute quantification and simulations performed using the mono-
exponential residue function, CBV=4%, and SNR=200. The dashed line corresponds to the identity line. The upper/lower error-bars indicate the standard deviation due to the noise/AIF. For ease of visualisation of the error bars, the x-values for the results from SVD and oSVD were slightly shifted in opposite directions, to reduce their overlap.

**Supporting Figure S5**: Effect of noise level on the results of the correlation plots. Example correlation plots for: (a) oMTT as a function of true MTT, and (b) oTmax as a function of true delay. The different colours indicate the various SNR levels. These results correspond to absolute quantification using oSVD, and simulations performed using the mono-exponential residue function, CBV=4%, and SNR=200. The dashed line corresponds to the identity line. The upper/lower error-bars indicate the standard deviation due to the noise/AIF. For ease of visualisation of the error bars, the x-values for the results from each SNR condition were slightly shifted relative to each other, to reduce their overlap.
Figure 1: (a) AIF distribution from in vivo data. Each blue cross corresponds to the AIF from one patient, and is characterised by its TTPAIF and MPCAIF values. The distribution was modelled as a multivariate Gaussian, with the mean indicated by the red circle and the 95% percentile range by the ellipsoid. The black rhombus indicates the location of the widely used AIF model (r=3, b=1.5) (9), labelled 'Traditional' in the legend. (b) Example AIF curves simulated from samples in the distribution described in (a); each curve is labelled by its [TTPAIF; MPCAIF] values. The thicker blue line corresponds to mean of the AIF distribution. The dashed line represents the shape of the widely used AIF model. The figure illustrates the range of AIF shapes that can be found in vivo. It also shows that the widely used AIF model is very different from the shape of the mean of the distribution, and it more closely represents some of the narrowest AIFs in the distribution.
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Figure 2: Schematic flow-chart of simulation set up. Top left: AIF cases (Note: although 5 cases are shown, 59 were considered for the simulations). Bottom left: residue function models. For each model, a range of MTT and CBV values were considered. Top right: tissue concentration time course; a range of delay values, SNR cases and noise realisations were considered. The tissue curves were analysed either using deconvolution (SVD and oSVD) or using summary parameters.
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Figure 3: Example 3D surface plots. Left column (a,c,e) shows the surface plots (calculated in absolute units) for oMTT, oTmax and First Moment, respectively. The right column (b,d,f) show the corresponding plots when quantified in relative units. All plots are generated using CBV=4%, MTT=10s, and delay=0s. For all parameters, the length of the range of z-axis scale was kept constant (an 8-sec range for all) to help visualisation of the reduced AIF-dependency for quantification using relative values.
Figure 4: Example correlation plots for MTT and oMTT as a function of true MTT. (a) Absolute quantification; (b) relative quantification. Black solid lines indicate the results using oSVD, and the grey lines the results using SVD. Data were simulated using the mono-exponential residue function, CBV=4%, delay=0s, and SNR=200. The dashed line corresponds to the identity line. The upper/lower error-bars indicate the standard deviation due to the noise/AIF. For ease of visualisation of the error bars, the x-values for the results from SVD and oSVD were slightly shifted in opposite directions, to reduce their overlap.
Figure 5: Example correlation plots for Tmax and oTmax as a function of true delay. (a) Absolute quantification; (b) relative quantification. Black solid lines indicate the results using oSVD, and the grey lines the results using SVD. Data were simulated using the mono-exponential residue function, CBV=4%, MTT=4s, and SNR=200. The dashed line corresponds to the identity line. The upper/lower error-bars indicate the standard deviation due to the noise/AIF. For ease of visualisation of the error bars, the x-values for the results from SVD and oSVD were slightly shifted in opposite directions, to reduce their overlap.
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Figure 6: Example correlation plots for first moment as a function of true MTT. (a) Absolute quantification; (b) relative quantification. Data were simulated using the mono-exponential residue function, CBV=4%, delay=0s, and SNR=200. The upper/lower error-bars indicate the standard deviation due to the noise/AIF.
Supporting Figure S1: Example correlation plots for first moment as a function of true delay. (a) Absolute quantification; (b) relative quantification.

Data were simulated using the mono-exponential residue function, CBV=4%, MTT=4s, and SNR=200. The upper/lower error-bars indicate the standard deviation due to the noise/AIF.
Supporting Figure S2: Example correlation plots for TTP as a function of true MTT. (a) Absolute quantification; (b) relative quantification. Data were simulated using the mono-exponential residue function, CBV=4%, delay=0s, and SNR=200. The upper/lower error-bars indicate the standard deviation due to the noise/AIF.
Supporting Figure S3: Example correlation plots for TTP as a function of true delay. (a) Absolute quantification; (b) relative quantification. Data were simulated using the mono-exponential residue function, CBV=4%, MTT=4s, and SNR=200. The upper/lower error-bars indicate the standard deviation due to the noise/AIF.
Supporting Figure S4: Effect of residue function model on the results of the correlation plots. Example correlation plots for: (a) MTT and oMTT as a function of true MTT, and (b) Tmax and oTmax as a function of true delay. Solid colour lines indicate the results using SVD, and the dashed colour lines the results using oSVD, with the different colours labelling the various residue models (Model 1: mono-exponential, Model 2: Gamma-distribution function, Model 3: Bi-exponential). These results correspond to absolute quantification and simulations performed using the mono-exponential residue function, CBV=4%, and SNR=200. The dashed line corresponds to the identity line. The upper/lower error-bars indicate the standard deviation due to the noise/AIF. For ease of visualisation of the error bars, the x-values for the results from SVD and oSVD were slightly shifted in opposite directions, to reduce their overlap.
**Supporting Figure S5**: Effect of noise level on the results of the correlation plots. Example correlation plots for: (a) oMTT as a function of true MTT, and (b) oTmax as a function of true delay. The different colours indicate the various SNR levels. These results correspond to absolute quantification using oSVD, and simulations performed using the mono-exponential residue function, CBV=4%, and SNR=200. The dashed line corresponds to the identity line. The upper/lower error-bars indicate the standard deviation due to the noise/AIF. For ease of visualisation of the error bars, the x-values for the results from each SNR condition were slightly shifted relative to each other, to reduce their overlap.
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