Incorporating Multiple Sets of eQTL Weights into Gene-by-Environment Interaction Analysis Identifies Novel Susceptibility Loci for Pancreatic Cancer
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Abstract

It is of great scientific interest to identify interactions between genetic variants and environmental exposures that may modify the risk of complex diseases. However, larger sample sizes are usually required to detect gene-by-environment interaction (GxE) than required to detect genetic main association effects. To boost the statistical power and improve the understanding of the underlying molecular mechanisms, we incorporate functional genomics information, specifically, expression quantitative trait loci (eQTLs), into a data-adaptive GxE test, called aGEw. This test adaptively chooses the best eQTL weights from multiple tissues and provides an extra layer of weighting at the genetic variant level. Extensive simulations show that the aGEw test can control the Type 1 error rate, and the power is resilient to the inclusion of neutral variants and non-informative external weights. We applied the proposed aGEw test to the Pancreatic Cancer Case-Control Consortium (discovery cohort of 3585 cases and 3482 controls) and the PanScan II genome-wide association study data (replication cohort of 2021 cases and 2105 controls) with smoking as the exposure of interest. Two novel putative smoking-related pancreatic cancer susceptibility genes, *TRIP10* and *KDM3A*, were identified. The aGEw test is implemented in an R package aGE.
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Gene-by-Environment interaction (GxE) analysis not only contributes to finding novel genetic loci but also serves as a starting point to understand the underlying biological mechanisms of complex diseases, which could be helpful for prevention and early detection (Hutter et al., 2013; Fleming, 2017; Wolock et al., 2013; Grishkevich and Yanai, 2013). There is accumulating evidence, from animal models (Ayhan et al., 2016) to large genetic epidemiology consortia (Cornelis et al., 2010), that genetic risk factors interact with environmental risk factors to influence complex diseases. However, it is more challenging to detect GxE effects than the genetic main association effects due to the lack of statistical power. As a rule of thumb, the detection of a GxE association effect requires at least four times as many samples as needed for the detection of a genetic main association effect of a comparable magnitude (Smith and Day, 1984). At the same time, large-scale functional genomics studies, such as the Encyclopedia of DNA Elements project (ENCODE Project Consortium, 2004) and the Genotype-Tissue Expression (GTEx) project (Lonsdale et al., 2013), have generated an abundance of functional annotations for a large proportion of the human genome. We are interested in boosting the statistical power of GxE analysis by incorporating such rich external functional information.

We intend to prioritize genetic variants which regulate gene expression levels, i.e., expression quantitative loci (eQTLs), in the GxE analysis. Limited work has been devoted to leveraging transcriptomic information in GxE tests, although there have been many successes in genetic main association effect tests (Li et al., 2013; Nicolae et al., 2010; He et al., 2013; Gamazon et al., 2015; Gusev et al., 2016). Among them, the PrediXCan method has drawn substantial
attention (Gamazon et al., 2015), with the underlying assumption that genetic variants around
or within a gene influence disease/traits through regulating its expression levels. PrediXCan
and the similar methods have shown improved statistical power in detecting genetic main
association effects in practice (Gusev et al., 2016; Andaleon et al., 2019). In fact, PrediXcan
can be regarded as a weighted burden test (detailed later), putting more weights on the eQTLs
strongly associated with their corresponding gene expression levels (Xu et al., 2017). Tissue-
specific eQTL weights have been derived for more than 50 tissues and distributed to the public
via PredictDB data repository, which could be adapted to GxE testing under the assumption
that eQTLs are more likely to interact with an environmental risk factor. However, it remains
a challenge as to how to choose the most relevant tissue or combine multiple informative
tissues for a given phenotype. We thus propose to develop a GxE test that incorporates eQTLs
information from multiple tissues.

There are several challenges to develop a gene-based eQTL-weighted GxE test. First, high
linkage disequilibrium (LD) among single nucleotide polymorphisms (SNPs) could be prob-
lematic for a gene-based score test. Unlike the likelihood ratio and Wald tests, the score test
only requires estimating the genetic main association effects under the null hypothesis of no
GxE (Yang et al., 2019). However, the maximum likelihood estimation of the null models was
not stable for many genes in our preliminary analysis of real data, which hinders its use in the
genome-wide GxE scan. Second, weight misspecification is almost inevitable due to different
reasons. Complex diseases are often caused by dysfunction of multiple tissues or cell types
(Hao et al., 2018), and very likely, the tissue(s) where a certain gene exerts its function is
unknown. Even if we know the most relevant tissue(s) \textit{a priori}, the corresponding weights
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may not be available or of sub-optimal quality, for example, the weights trained based on a
tissue of a small sample size in GTEx. In addition, the eQTLs identified in PrediXcan could
be false positives due to systematic variation in the RNA sequencing experiments (Albert and
Kruglyak, 2015), or caveats in the weight training processes. Besides the lack of optimal-
quality weights, weight misspecification could be caused by the unsatisfied imposed model
assumptions. For example, the majority of eQTLs in a gene may not interact with the envi-
ronmental variable, i.e., neutral variants in terms of GxE. Therefore, we propose a robust and
powerful eQTL-weighted data-adaptive GxE (called aGEw) test, as an extension of the adap-
tive sum of powered test (aSPU) (Pan et al., 2014) and our earlier work on GxE (Yang et al.,
2019). Instead of a single tissue, we use weights from all available tissues in a tissue-agnostic
manner (Barbeira et al., 2019; Wainberg et al., 2019). With informative eQTL weights, the
aGEw test is able to gain substantial statistical power and it controls the Type 1 error rates as
shown in the simulation study. In addition, we applied the proposed aGEw test to investigate
gene-by-smoking interactions in two of the largest pancreatic cancer genome-wide association
study (GWAS) datasets, the Pancreatic Cancer Case-Control Consortium (PanC4) GWAS for
discovery and the PanScan II GWAS for replication. Two putative smoking-related pancreatic
cancer susceptibility genes, TRIP10 and KDM3A, were identified in the GxE scan based on
tissue-specific eQTL weights.
2 Methods

2.1 Notations

The notations are defined as follows. Let $y_i$ be the trait/phenotype of an individual $i$, where $i = 1, 2, \ldots, n$ and $Y = [y_1, \ldots, y_n]$. $G_{.j}$ is the genotype vector for SNP $j$: $G_{.j} = \left[G_{1j}, G_{2j}, \ldots, G_{nj}\right]^T$, where $G_{ij}$ is the number of minor alleles of the $j^{th}$ SNP in a gene region for the $i^{th}$ individual and $j = 1, \ldots, q$. $E_i$ is the environmental variable for individual $i$: $E = [E_1, E_2, \ldots, E_n]$. $V_i$ is the gene expression for individual $i$ corresponding to the genotype: $V = [V_1, \ldots, V_n]$. $S_{.j} = [G_{1j}E_1, G_{2j}E_2, \ldots, G_{nj}E_n]^T$ is a vector of the GxE for the $j^{th}$ SNP. In addition, we denote $G$ and $S$ as $n \times q$ matrices containing $n$ subjects and $q$ SNPs: $G = [G_{.1}, G_{.2}, \ldots, G_{.q}]$ and $S = [S_{.1}, S_{.2}, \ldots, S_{.q}]$. $X$ is a $n \times p$ covariate matrix including the intercept term. Suppose we have $M$ sets of weights for each SNP in the region corresponding to $M$ sets of tissues, $W$ is the $M \times q$ weight matrix with the $j^{th}$ row and $m^{th}$ column as $w_{j}^{(m)}$, where $w_{j}^{(m)}$ is the weight for the $j^{th}$ SNP and the $m^{th}$ tissue. Estimated parameter values are denoted with a hat. Weights are scaled to satisfy: $\sum_{j=1}^{q} |w_{j}^{(m)}| = 1$ for $m = 1, 2, \ldots, M$.

Note that vectors and matrices are marked in boldface, whereas scalars are not.

2.2 Review of Existing methods

We review PrediXcan and demonstrate that a direct extension of PrediXcan to GxE is problematic, followed by the review of the aSPU and a data-adaptive GxE (aGE) test as the basis of our proposed aGEw test (Pan et al., 2014; Yang et al., 2019).
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2.2 Review of Existing methods

2.2.1 PrediXcan

PrediXcan tests the association between genetically regulated gene expression and the phenotype of interest. It hypothesizes that a cis-eQTL with a larger effect on gene expression levels has a stronger genetic main effect. The PrediXcan method is composed of the following steps.

First, it estimates weights from an external reference dataset. It uses an additive model for gene expression traits: 

\[ V_i = b_0 + \sum_{j=1}^{q} w_j G_{ij} + \varepsilon, \]

where \( b_0 \) is the intercept, \( w_j \) is the effect size of SNP \( j \) within or near a gene, and \( \varepsilon \) is the contribution from other factors that influence the expression trait and are independent of the genetic component. \( \hat{w}_j \) can be estimated using a penalized regression model and is available via the PredictDB data repository.

In the second step, PrediXcan estimates the genetically regulated gene expression using the genotype information in a GWAS dataset independent of the reference dataset: 

\[ \hat{V}_i = \sum_{j=1}^{q} \hat{w}_j G_{ij}, \]

where \( \hat{V}_i \) is the imputed gene expression for individual \( i \). Since the ultimate goal is to identify trait-associated loci, the following model is fitted in the third step:

\[ Y_i = X_i b_X + b \hat{V}_i + \nu, \]  

(1)

where \( b_X \) is the coefficients for covariates, and \( b \) is the coefficient of interest. To test the null hypothesis that there is no association between the genetically regulated gene expression and outcome, that is, \( H_0 : b = 0 \), a Wald test is usually performed. Equation (1) can be rewritten as follows, from which we can easily recognize its correspondence to a weighted burden test.
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2.2 Review of Existing methods

(Xu et al., 2017):

\[ Y_i = X_i b_X + b \sum_{j=1}^{q} \hat{w}_j G_{ij} + \nu. \]

Note that \( \hat{w}_j \) varies across tissues or reference datasets for each gene and is treated as a vector of given values herein.

2.2.2 Burden test for GxE

A direct extension of PrediXcan to GxE analysis is to test the interaction between an environmental variable and the genetically regulated gene expression. It can be modeled as follows:

\[
h(\mu_i) = X_i b_X + \beta_e E_i + b \hat{V}_i + a \hat{V}_i E_i,
\]
\[
= X_i b_X + \beta_e E_i + b \sum_{j} \hat{w}_j G_{ij} + a \sum_{j} \hat{w}_j S_{ij},
\]  

(2)

where \( h(\cdot) \) is the canonical link function in the generalized linear model framework and \( \mu_i = E(y_i) \). It was pointed out that one degree-of-freedom burden test with equal weights (\( H_0 : a = 0 \) vs \( H_1 : a \neq 0 \)) may have inflated Type I error rate for continuous and binary outcomes because the null model is misspecified (Section 3 in Lin et al. (2016)). It could be even worse for the weighted burden test because \( w_j \) is prone to misspecification error.

2.2.3 aSPU and aGE tests

The aSPU test was originally developed to test genetic main effect for a set of rare variants (Pan et al., 2014), while the aGE test extended it to test GxE (Yang et al., 2019). The aSPU
and aGE tests choose the most powerful test among a family of sum of powered score (SPU) tests, including burden and variance-component tests, such that it can maintain high power under a wide range of association patterns. The SPU tests can be regarded as score tests with a variety of internal or data-driven weighting. Consider the following model for GxE:

\[
h(\mu_i) = X_i\beta_X + \beta_eE_i + \sum_{j=1}^{q} \beta_j G_{ij} + \sum_{j=1}^{q} \alpha_j S_{ij},
\]

where \(\beta_X\), \(\beta_e\), \(\beta_j\), and \(\alpha_j\) are the coefficients of \(X\), \(E\), \(G\cdot j\), and \(S\cdot j\), respectively. The null hypothesis for the interaction test is \(H_0: \alpha_1 = \ldots = \alpha_q = 0\). The corresponding score function for the \(j^{th}\) variant is \(U_j = S^{T}_{\cdot j}(y - \mu)\), where \(\mu\) is estimated in the generalized linear mixed model (GLMM) framework under the null hypothesis. \(\beta_X\) and \(\beta_e\) are treated as fixed effects and \(\beta_1, \ldots, \beta_q\) are treated as random effects, i.e., \(\beta_1, \ldots, \beta_q\) are independent and identically distributed as \(N(0, \tau)\). Such modeling provides a more stable estimation for main association effects of rare variants or common variants in high LD under the null hypothesis (Yang et al., 2019).

The SPU test with a positive integer power \(\gamma \geq 1\) (SPU(\(\gamma\))) has the test statistic:

\[
T_{SPU(\gamma)} = \sum_{j=1}^{q} U_j^{\gamma}.
\]

When \(\gamma = 1\), the SPU(1) test sums the individual score function component \(U_j\) of all the genetic variants in a set of interest, equivalent to the burden test; when \(\gamma = 2\), the SPU(2) test uses \(U_j\) as the weight and is equivalent to a variance-component test (Chen et al., 2014; Lin et al., 2016). Generally, the test statistics can be written as \(T_{SPU(\gamma)} = \sum_{j=1}^{q} (U_j^{\gamma-1})U_j\), where
2.3 New Method: adaptive weighted GxE test (aGEw)

$U_j^{-1}$ is considered as the internal weights for the $j^{th}$ SNP (Roeder and Wasserman, 2009) and $\gamma$ is the tuning parameter that controls the amount of weighting. For example, when $\gamma$ keeps increasing, the SPU($\gamma$) test puts higher weights ($U_j^{-1}$) on the $j^{th}$ genetic variant with larger $U_j$, i.e., stronger association strength. When $\gamma = \infty$, the test statistic takes the largest absolute value of the elements of the score vector, and thus, only the variant with the most extreme test statistic in the set is considered (Pan et al., 2014). As a result, aSPU with larger $\gamma$ could have high power when there are more neutral variants in the SNP set. Since the SPU($\gamma$) with the highest power depends on the unknown underlying association pattern, it is reasonable to choose $\gamma$ adaptively based on data. To this end, the aGE test selects the most powerful test by taking the minimum of p-values $P_{SPU}$ with different $\gamma$’s: $T_{aGE} = \min_{\gamma \in \Gamma} P_{SPU(\gamma)}$, where $P_{SPU(\gamma)}$ is the corresponding p-value of $T_{SPU(\gamma)}$. Since the minimum p-value is no longer a genuine p-value, a computationally efficient Monte Carlo simulation method is used to calculate p-values in the aGE test (Yang et al., 2019).

2.3 New Method: adaptive weighted GxE test (aGEw)

Directly applying aGE test by replacing the unweighted GxE term $S_{ij}$ with the weighted term $w_j S_{ij}$ in model (3) may be viable for incorporating a single set of weights. However, the new aGEw method can incorporate external eQTL weights from multiple tissues and provide flexible weights on each tissue. The full model corresponding to the $m^{th}$ tissue ($m = 1, 2, \ldots, M$) is as follows:

$$h(\mu_i) = X_i \beta_X + \beta_e E_i + \sum_{j=1}^{q} \beta_j G_{ij} + \sum_{j=1}^{q} \alpha_j^{(m)} w_j^{(m)} S_{ij}. \quad (4)$$
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The null hypothesis is \( a_j^{(m)} = 0 \) for \( j = 1, \ldots, q \) and \( m = 1, \ldots, M \). The score function for the \( j \)th SNP and \( m \)th tissue is \( U_{S_j}^{(m)} = w_j^{(m)} S_{T,j} (y - \mu) \). Similar to aGE, \( \mu \) is estimated under \( H_0 \) using the GLMM due to the SNPs in high LD. We then define the following test statistic for the GEw\((\gamma_1, \gamma_2)\) test:

\[
T_S(\gamma_1; \gamma_2) = \sum_{m=1}^{M} \left[ \left( \sum_{j=1}^{q} (U_{S_j}^{(m)})^{\gamma_1} \right)^{1/\gamma_1} \right]^{\gamma_2}, \tag{5}
\]

where both \( \gamma_1 \in \Gamma_1 \) and \( \gamma_2 \in \Gamma_2 \) are positive integers for controlling each SNP and each set of tissue-specific weights’ contribution to the overall test statistic, respectively. The inner sum of the weighted score function with power \( \gamma_1 \) can be regarded as the aGE test statistic for weighted genotype in each tissue, and they are normalized to the power of \( 1/\gamma_1 \) before taking a second power \( \gamma_2 \). Based on our previous investigations (Pan et al., 2014; Kwak and Pan, 2016; Ma and Wei, 2019) and simulation study to be detailed later, we would recommend using \( \Gamma_1 = \{1, 2, 3, 4, 5, 6\} \) and \( \Gamma_2 = \{1, 2, 4\} \), which suffice to strike a balance between statistical power and computational complexity. When \( \gamma_1 = 1 \), the GEw\((\gamma_1 = 1, \cdot)\) test is equivalent to the adaptive weighted burden test, assuming that the interaction effects of SNPs are proportional to the external weights, i.e., the full model for the \( m \)th tissue is reduced to

\[
h(\mu_i) = \mathbf{X}_i \beta_X + \beta_e E_i + \sum_j^{q} \beta_j G_{ij} + \alpha^{(m)} \sum_j^q w_j^{(m)} S_{ij}. \tag{6}
\]

Note that formulation (6) avoids the potential problem of an inflated Type 1 error rate in model (2). Even values of \( \gamma_1 \) provide aGEw the robustness to the varying signs of the functional weights and the score function components.
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2.4 Simulation setup

As for $\gamma_2$, it can provide adaptive weighting on functional weights from different tissues. When $\gamma_2 = 1$, the GEw($\cdot, \gamma_2 = 1$) test statistic gives equal preference to the weights from different tissues. The aGE test is a special case of aGEw test with $\gamma_2 = 1, M = 1$ and equal weights. A larger $\gamma_2$ favors scenarios when fewer tissues are relevant to the phenotype of interest. The two-layer test statistic $T_{aGEw}$ combines $T_S$ of different $\gamma_1$ and $\gamma_2$ using the minimum p-value as follows: $T_{aGEw} = \min_{\gamma_1 \in \Gamma_1, \gamma_2 \in \Gamma_2} P_{S(\gamma_1; \gamma_2)}$, where $P_{S(\gamma_1; \gamma_2)}$ is the p-value of the GEw($\gamma_1, \gamma_2$) test. Since the underlying association pattern and the best set of relevant tissues for each gene are usually unknown, we conduct a grid search over a set of possible values of $\gamma_1$ and $\gamma_2$. In the evaluation of single sets of weights, no tuning on the tissue level is needed. Therefore, we used $\Gamma_1 = \{1, 2, 3, 4, 5, 6\}$ and $\Gamma_2 = \{1\}$ for such cases in the real-data application and simulation study, and $\Gamma_1 = \{1, 2, 3, 4, 5, 6\}$ and $\Gamma_2 = \{1, 2, 4\}$ otherwise.

For p-value calculation, we utilize the asymptotic distribution of the score functions with a closed-form formula for the variance-covariance matrix for binary traits (Supplementary Materials Section 1) to perform a single-layer Monte-Carlo simulation. The detailed steps are presented in Supplementary Materials Section 2. Note that our method can be used for continuous traits with a straightforward modification of the variance-covariance matrix of the score functions (Supplementary Materials Section 1) and is implemented in the R package “aGE”.

2.4 Simulation setup

To evaluate the Type I error rates and power for our proposed tests, we simulated case-control studies with varying sample size scenarios: 500 cases and 500 controls, 1000 cases and 1000...
controls, 1000 cases and 2000 controls, and 3500 cases and 3500 controls with eQTL weights of different qualities. Genotypes were simulated as in Wang and Elston with six independent LD blocks (Wang and Elston, 2007). We denote SNPs with genetic main effects as causal SNPs (csSNPs). Each of the first five blocks consisted of one csSNP and the rest SNPs were in LD with the csSNP, while the last block consisted of neutral SNPs only. There were a total of 2l non-causal SNPs (non-csSNPs), including l neutral SNPs and l SNPs in LD with the csSNPs, distributed evenly across the 5 blocks. l varied in different simulation scenarios. In each block, the SNPs had an autoregressive (AR)-1 correlation structure with ρ = 0.8. The minor allele frequency of SNPs ranged from 5% to 45%. The environmental variable was assumed to be independent of the genotypes: E ∼ N(0, 1). We also simulated two covariates: age ∼ N(55, 5.7²) and gender ∼ Bernoulli(0.5).

We investigate a single set of weights (M = 1) and multiple sets of correlated weights (M > 1) for Type I error rates and power assessment. We denote the weights for csSNPs, SNPs in LD with csSNPs, and neutral SNPs as $W_{cs}$, $W_{tag}$, and $W_{noise}$, respectively, and $W_1 = [W_{cs}, W_{tag}, W_{noise}]$. To take account into the correlation among the weights from multiple tissues, we simulated $W^{(m)}$ by setting $W^{(m)} = W_1 + u_1 + \epsilon_m$, where $u_1 ∼ N(0, 0.1^2)$, $\epsilon_m ∼ N(0, 0.05^2)$, and $u_1 \perp \epsilon_m$ for $m = 1, \ldots, M$. We then standardized $W^{(m)}$ to $w^{(m)}$ such that $\sum_{j=1}^{2l} |w^{(m)}_j| = 1$ for tissue $m$.

The Type I error rates were evaluated based on 10,000 replications when there was no GxE. The phenotype was simulated from the following model:

$$\text{logit}(\mu_i) = t_0 + 0.5 \times \text{sex}_i + 0.05 \times \text{age}_i + 0.25 \times E + \sum_{j=1}^{5} \beta_j \text{csSNP}_{ij},$$
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where \( t_0 = \log(\frac{p_0}{1-p_0}) \), baseline disease prevalence \( p_0 = 0.05 \), and \( \beta^T = [0.43, -0.41, 0.51, 0.25, -1.76] \). \( \exp(\beta) \) was a random draw from a uniform distribution on the odds ratio interval \([0.5, 2]\) and fixed across simulations. Cases and controls were sampled until the number of each reached the desired sample size. We considered the Type 1 error rates of the aGEw tests with a single set of weights (scenarios T.1 - T.2) and multiple sets of weights (scenarios T.3 - T.4), and we varied the number of non-csSNPs, as specified in Table 1.

**Power** for the aGEw test was assessed based on 1000 replications. The simulation model for power evaluation was:

\[
\logit(\mu_i) = t_0 + 0.5 \times \text{sex}_i + 0.05 \times \text{age}_i + 0.25 \times E_i + \sum_{j=1}^{5} \beta_j \text{csSNP}_{ij} + \sum_{j=1}^{5} \alpha_j \text{csSNP}_{ij} \times E_i,
\]

where \( \beta^T = [0.43, -0.41, 0.51, 0.25, -1.76] \) and \( \alpha^T = [-0.20, 1.18, -0.43, -1.16, 0.34] \). \( \exp(\alpha) \) was another random draw from the uniform distribution on the odds ratio interval \([0.5, 2]\) and fixed across simulations. We further added \( l \) SNPs in LD with the csSNPs and \( l \) neutral SNPs, where \( l \) was set at 0, 50, 100, and 200, i.e., the total number of non-csSNPs was 0, 100, 200, and 400, respectively. We first evaluated the power with a single set of weights across five scenarios: S.1) accurate weights (\( W_{cs} = \alpha, W_{tag} = W_{noise} = 0^T \)), S.2) informative weights with attenuation bias (\( W_{cs} = \alpha + \epsilon_\alpha, W_{tag} = W_{noise} = 0^T \)), S.3) weights with correct signs but wrong magnitudes (\( W_1 = \text{sign}(\alpha) \)), S.4) 0-1 weights (weights of all csSNPs were 1 and 0 otherwise), and S.5) incorrect weights (neutral SNPs had larger weights than csSNPs and SNPs in LD with csSNPs).

We then evaluated the power with three types of correlated weights M.1)-M.3), corresponding...
2.5 Application to Gene-by-Smoking Interaction Analysis of Pancreatic Cancer

METHODS

to informative weights, incorrect weights, and a combination with informative and incorrect weights, respectively. The specific weights in S.1) - S.5) and M.1) - M.3) are summarized in Table 1. The power performance was compared to the benchmark S.0), i.e., the unweighted aGE test.

2.5 Application to Gene-by-Smoking Interaction Analysis of Pancreatic Cancer

To understand the biological mechanism of pancreatic cancer and identify new genetic loci, we applied our proposed aGEw tests to the PanC4 GWAS with a sample size of 7076 (Childs et al., 2015), and replicated the findings in PanScan II GWAS with a sample size of 4126 (Tang et al., 2014; Amundadottir et al., 2009; Petersen et al., 2010). Descriptive summary statistics are presented in Table S1, and a detailed description of the studies is provided elsewhere (Klein et al., 2018). The disease outcome of interest was having primary adenocarcinoma of the pancreas or not, and the environmental exposure of interest was ever vs never smoking.

Covariates included sex, age, study sites, top five principal components capturing the population substructure, diabetes status, and categorized body mass index ($\leq 25$, $25 - 29.9$, and $\geq 30$). Imputation of the genotypes was performed for PanScan II based on a 1000 Genomes reference panel (The 1000 Genomes Project Consortium, 2010), and imputation for PanC4 was performed based on the Haplotype Reference Consortium panel (McCarthy et al., 2016).

Weights of all available tissues derived from the GTEx project were downloaded from PredictDB (GTEx V6): a total of 7789 genes whose expression level could be predicted by SNPs using the elastic net method with a cross-validated $R^2 > 0.01$ were included. Notably, only...
1058 out of these genes had weights available in the pancreas. To control family-wise error rates, the genome-wide significance threshold in the discovery cohort (PanC4) was set as $0.05/7789=6.42E-06$. The top five genes were carried out to be replicated in PanScan II with the replication significance threshold $0.05/5=0.01$. We performed the aGEw tests with continuous weights, weights of the pancreas, and 0-1 weights; for the 0-1 weights, the weights for a SNP was 0 if the SNP had zero weights across all tissues, and one otherwise. For comparison, the unweighted aGE test was conducted on all SNPs included in building the gene expression prediction models in PredictDB. As most of the genes were not expected to interact with smoking, we used a step-up Monte Carlo simulation procedure: we started with 1000 Monte Carlo simulations for all genes and re-ran the tests with 1E+06 times for the genes with the initial p-values <5E-03. With the recent release of GTEx V8, a new set of elastic net models is available during the revision of this manuscript, thus were used for secondary comparison purpose. A total of 20,351 genes were included based on the recommended criteria: nested cross-validated $R^2 > 0.01$ and correlation test p-value $< 0.05$ (Gamazon et al., 2015; Barbeira et al., 2018, 2019). Among them, 3591 genes had weights available in the pancreas.

2.6 Software and Data Availability

The aGEw test has been implemented in an R package called “aGE” (version $\geq 0.2$), available at https://github.com/ytzhong/projects. The PanC4 and PanScan II GWAS data are accessible from NCBI dbGaP with accession numbers phs000648.v1.p1 and phs000206.v5.p3. The eQTL weights used in the data application are based on GTEx V6 prediction models at the time of the development of the aGEw test and the recently available GTEx V8 models, both

This article is protected by copyright. All rights reserved.
3 RESULTS


3 Results

3.1 Simulation studies

Table 2 shows the empirical Type I error rates with balanced and unbalanced case-control samples of different sample sizes. GEw(γ₁ = 1, γ₂ = 1) is equivalent to the burden test extended to GxE. In each scenario, the GEw(γ₁ = 1, γ₂ = 1) and aGEw tests showed satisfactory control of the Type I error rates at the nominal level.

Fig. 1A shows the power curves of the aGEw tests with different single sets of weights based on 1000 cases and 1000 controls. As expected, the power of the aGE test decreased as the number of non-csSNPs increased. Informative weights increased the statistical power and made the test more robust to the inclusion of non-csSNPs. For example, the power of using informative weights in S.1) was 0.81 with 200 SNPs in LD with csSNPs and 200 neutral SNPs, while the power of aGE test was 0.22. The overall power was clearly higher when the weights were more informative, i.e., the power in S.1) > S.2) > S.3) > S.4) > benchmark. On the other hand, incorrect weights (weights of neutral SNPs higher than those of csSNPs and SNPs in LD with csSNPs) in S.5) led to a large amount of power loss, suggesting that selection on weights is important to maintain high power of the weighted tests. We were particularly interested in the 0-1 weights (S.4) because it did not assume that SNPs with larger effects on gene expression levels had larger GxE effects. We found that there was still a noteworthy power gain as compared with the benchmark aGE test. In Fig. 1B, the aGEw test with multiple
sets of correlated informative weights (M.1) had the highest power and little power loss in the presence of increasing number of neutral SNPs, while the test with incorrect magnitudes (M.2) had the worst power, slightly worse than the unweighted aGEw test. Remarkably, the test with informative weights contaminated by incorrect weights as in M.3) maintained high power, demonstrating the effectiveness and robustness of our proposed test. The empirical power evaluation for other sample sizes is available in Table S2 and Table S3, where we observed a clear increase of power as the sample size increased. When the sample size approached 7000, the empirical power was close to 1 with informative or partially informative weights.

3.2 Gene-by-smoking Interaction Analysis for Pancreatic Cancer

Fig S1 presents the quantile-quantile plots for the tests based on the PanC4 GWAS data with no indication of p-value inflation. None of the genes reached genome-wide significance, suggesting that identifying gene-by-smoking interaction is a difficult task even with our uniquely large pancreatic cancer GWAS datasets. As an alternative, we investigated the top five significant genes in the discovery cohort. The top five genes ordered by the p-values of aGEw tests with continuous weights and aGEw tests with 0-1 weights are presented in Table 3 and 4, respectively. Among the top five genes identified from the interaction tests (Table 4), Lysine-specific demethylase 3A (KDM3A) had a p-value of less than 0.01 in the replication dataset. The only set of weights available for KDM3A was derived from the thyroid, a tissue found to be relevant with pancreatic cancer (Sarosiek et al., 2016; Gullo et al., 1991). This gene would be missed by using the aGE test (p-value > 0.05). Additionally, the two sets of weights used for Thyroid hormone receptor interactor 10 (TRIP10) were obtained from tibial nerve and skin...
on the lower leg that was exposed to the sun. Tibial nerve seemed to be a more relevant tissue because analysis based on the tissue showed more significant p-values in both the discovery and replication cohorts (p-values < 0.01). In fact, the GEw test with the smallest p-value for this gene had $\gamma_2 = 4$, suggesting that one tissue was much more informative than the other. This gene would also be missed by the unweighted test whose p-values in both datasets were less than 0.05, but not small enough to reach the significance thresholds. None of these top genes had weights from the pancreas, which was expected to be one of the most relevant tissues for pancreatic cancer, likely due to the small sample size available in the GTEx study (V6). In addition, none of the top five genes identified from the unweighted aGE test were successfully replicated.

It is interesting that the aGEw test with continuous weights for KDM3A was less significant than the aGEw test with 0-1 weights and that the aGEw test with continuous weights for TRIP10 was more significant than the aGEw test with 0-1 weights in the discovery dataset. The same pattern was also observed in the replication dataset. It suggests that the magnitude of the weights could be informative for some genes, but not for others. This could be because some of the underlying model assumptions were violated or the available weights were not very informative. A detailed examination of the p-value distribution of the single-variant GxE analyses in the most relevant tissue showed that eQTLs had much smaller overall p-values than non-eQTLs for KDM3A, but not for TRIP10 (Fig S2). The continuous weights of TRIP10 showed a more clear increasing trend on the -log10 scale of the p-values than those of KDM3A (Fig S3).

Regarding the computation speed, it took less than 36 hours to perform the four tests for all
3.3 Comparison of GTEx V6 and V8 models in the aGEw tests

The results of the aGEw tests based on weights trained using GTEx V6 and V8 data were quite different not only in the top signals (Table S5 and Table S6), but also systematically (Figure S4). The discrepancy between the p-values was due to the fact that the V6 and V8 models identified different and non-overlapping sets of eQTLs. With a larger training size in GTEx V8 data, there were more tissues available and genes satisfying the inclusion criteria: the average (median) number of tissues in V8 was 9 (4), while the average (median) number of tissues for V6 was 7 (3). Additionally, V8 models were sparser than the V6 models: the average (median) number of SNPs per gene for V8 model was 28 (25), and the number was 78 (54) in V6. Among the 7346 genes available in both V6 and V8, 83% of the genes had more SNPs selected in V6, although both were trained by the elastic net regression method. More importantly, on average, only 5% of the eQTLs in V8 were present in V6 (1st quantile = 2% and 3rd quantile = 9%; see Table S4). For the two pancreatic cancer susceptibility genes identified based on the V6 models, out of 68 SNPs in TRIP10, four SNPs were included in the V8 models and out of 14 SNPs in KDM3A, only one SNP was included in V8. Therefore, the corresponding p-values either did not reach or only reached the marginal significance level: in PanC4 study, the p-value of aGEw (0-1) for KDM3A was 3.80E-02, and the p-value of aGEw was 5.09E-02 for TRIP10; in PanScan II study, the p-value of aGEw (0-1) for KDM3A was 2.70E-02, and the p-value of aGEw was 0.33 for TRIP10. Furthermore, many of the top genes in V8 were not available in V6 and none of the genes was successfully replicated (Table S5 and this article is protected by copyright. All rights reserved.
Table S6). Although more genes that were identified to have genetic main effects in previous GWAS (Low et al., 2010; Petersen et al., 2010; Wu et al., 2012; Wolpin et al., 2014; Childs et al., 2015; Klein et al., 2018) had more weights available in V8 than V6, none of them was statistically significant in the interaction analysis (Table S7).

4 Discussion

A subset of a population who carry certain genetic variants may be in a higher risk of developing a disease if they are exposed to certain modifiable environmental risk factors, such as smoking, drinking, and physical activities. However, identifying the subpopulation is challenging due to the lack of statistical power, and many existing studies do not have adequate sample sizes to address GxE (Hunter, 2005; Ritz et al., 2017). Therefore, it is critical to improve power for GxE testing with a given sample size. In this paper, we hypothesize that eQTLs are more likely to be involved in GxE, and thus incorporating transcriptomic information could be helpful. To use transcriptomic data from multiple tissues, we have proposed a powerful and doubly-adaptive gene-based aGEw test. We used the mixed model to handle the high LD among SNPs, achieving estimation stability for the genetic main effects under the null model of no GxE. Our proposed aGEw test has two layers of adaptive weighting: one adaptive weighting on SNPs and the other on external weights from different tissues. We showed via extensive simulations that our test could control the Type I error rates. As expected, we found that informative weights could increase power, but incorrect weights could diminish power. Remarkably, if both correct and incorrect weights were included, the power loss of our pro-
posed test was negligible. On the other hand, we showed that the aGEw test was sensitive to the identity of eQTLs selected for a gene in the real data application. The eQTLs identified for each gene often had a small intersection between the two versions of weights: many eQTLs included in V6 were no longer under consideration in V8, leading to the discrepancy in p-values. If the true eQTLs were not included, aGEw was not able to capture the signal.

Limited work has been devoted to incorporating functional annotation to GxE analysis, especially for pancreatic cancer. Although cigarette smoking is a well-established risk factor for pancreatic cancer, there have been very few reported findings in gene-by-smoking interactions (Tang et al., 2014). In the analysis of pancreatic cancer, we borrowed transcriptomic information from all available tissues and used two types of weights, i.e., the continuous weights directly obtained from PredictDB and 0-1 weights. While none of the genes reached genome-wide significance, with an alternative approach examining the top significant genes, the aGEw tests identified two putative genes $KDM3A$ and $TRIP10$ that may interact with smoking; in contrast, the unweighted aGE test failed to identify any significant gene. $KDM3A$, which belongs to the Lysine demethylases family, has been shown to play a role in carcinogenesis in multiple cancers and to be an optimal pharmacological target for pancreatic cancer (Lomberk et al., 2016). A recent mice study showed knockdown of $KDM3A$ in pancreatic cancer cell line reduced the invasive and sphere-forming activities in culture and formation of orthotopic tumors (Dandawate et al., 2019). $TRIP10$, whose overexpression may enhance pancreatic cancer cell migration, could be involved in the carcinogenesis of pancreatic cancer (Roignot et al., 2010). Smoking could increase the methylation levels in the upstream of $TRIP10$ and thus upregulate its expression (Walters et al., 2014; Wu et al., 2019). To our knowledge, these
two genes have not been reported to interact with cigarette smoking. For further investigation, a possible way is to increase statistical power by combining studies through meta-analysis, in which the study heterogeneity needs to be carefully accommodated (Yang et al., 2020).

Another insight gained from the real-data application is the usefulness of 0-1 weights, when quantitative weights were not available or sometimes not as informative. It enjoys a more relaxed and probably more realistic assumption for GxE analysis and helps to identify a novel smoking-related pancreatic cancer susceptibility gene. Our simulation study confirmed that correctly using 0-1 weights improved power as compared to the unweighted test. Such a finding has also been reported in other functional studies (Li et al., 2013; Su et al., 2017; Wu and Pan, 2018; Yang et al., 2020).

As demonstrated here, informative weights can greatly increase the power of GxE analysis; however, it still remains a question as to what would be the best possible functional weight for GxE. In this paper, we mainly focused on using weights derived from eQTL datasets, but our method is not limited to a particular source or training models. For example, the aGEw test can use weights derived from different kinds of QTLs (Idaghdour and Awadalla, 2013), such as protein QTLs or methylation QTLs. In addition, some long-range enhancer regions may also be a potential target for GxE. Different sources of weights can be incorporated to utilize various external biological knowledge, and we expect further improvement in power with more relevant weights.
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### Tables

#### Table 1: Weights specified in the simulation study. $M$ is the number of sets of weights, $l$ is the number of SNPs in LD with causal SNPs and neutral SNPs.

<table>
<thead>
<tr>
<th>Scenario Key features</th>
<th>$M$</th>
<th>$l$</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>T.1) benchmark</td>
<td>1</td>
<td>0</td>
<td>$W_n = 1^T$, $W_{tag} = W_{noise} = 0^T$</td>
</tr>
<tr>
<td>T.2) benchmark + neutral variants</td>
<td>1</td>
<td>50</td>
<td>$W_n = W_{tag} = W_{noise} = 0^T$</td>
</tr>
<tr>
<td>T.3) multiple weights</td>
<td>8</td>
<td>0</td>
<td>$W_i \sim N(0, 0.1^2)$ for $m = 1, 2, 3, 4$, and $W_i = [-0.1, 1, -0.2, -1, 0.3]$ for $m = 5, 6, 7, 8$</td>
</tr>
<tr>
<td>T.4) multiple weights + neutral variants</td>
<td>8</td>
<td>50</td>
<td>A combination of M.1) and M.2)</td>
</tr>
</tbody>
</table>

#### Power: a single set of weights

<table>
<thead>
<tr>
<th>Scenario Key features</th>
<th>$M$</th>
<th>$l$</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>S.0) benchmark/equal weights</td>
<td>1</td>
<td>0, 100, 200</td>
<td>$W_n = W_{tag} = W_{noise} = 0^T$</td>
</tr>
<tr>
<td>S.1) accurate weights</td>
<td>1</td>
<td>0, 100, 200</td>
<td>$W_n = \alpha = [-0.20, 1.18, -0.43, -1.16, 0.34], W_{tag} = W_{noise} = 0^T$</td>
</tr>
<tr>
<td>S.2) informative weights</td>
<td>1</td>
<td>0, 100, 200</td>
<td>$W_n = \alpha + c_n = [-0.1, 1, -0.2, -1, 0.3], W_{tag} \sim N(0.01^2), W_{noise} \sim N(0.0005^2)$</td>
</tr>
<tr>
<td>S.3) correct sign but wrong magnitude</td>
<td>1</td>
<td>0, 100, 200</td>
<td>$W_n = \text{sign}(\alpha) = [-1, 1, -1, -1, 1], W_{tag} = W_{noise} = 0^T$</td>
</tr>
<tr>
<td>S.4) 0-1 weights</td>
<td>1</td>
<td>0, 100, 200</td>
<td>$W_i = I(\alpha \neq 0), I$ is the identity function</td>
</tr>
<tr>
<td>S.5) incorrect weights</td>
<td>1</td>
<td>0, 100, 200</td>
<td>$W_n \sim N(0.01^2), W_{tag} \sim N(0.01^2)$, and $W_{noise} \sim N(0.0005^2)$</td>
</tr>
</tbody>
</table>

#### Power: multiple sets of weights

<table>
<thead>
<tr>
<th>Scenario Key features</th>
<th>$M$</th>
<th>$l$</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>M.1) informative weights</td>
<td>4</td>
<td>0, 50, 100, 200</td>
<td>$W_n = \alpha = [-0.1, 1, -0.2, -1, 0.3], W_{tag} = W_{noise} = 0^T$</td>
</tr>
<tr>
<td>M.2) incorrect weights</td>
<td>4</td>
<td>0, 50, 100, 200</td>
<td>$W_n \sim N(0.01^2), W_{tag} \sim N(0.01^2), W_{noise} \sim N(0.0005^2)$</td>
</tr>
<tr>
<td>M.3) informative + incorrect weights</td>
<td>8</td>
<td>0, 50, 100, 200</td>
<td>A combination of M.1) and M.2)</td>
</tr>
</tbody>
</table>

#### Table 2: Empirical Type I error rates at the significance level of 0.05 based on 10,000 replications.

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>case</th>
<th>control</th>
<th>Single weights</th>
<th>Multiple weights</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>T.1) benchmark</td>
<td>T.2) benchmark + neutral variants</td>
</tr>
<tr>
<td>GEw($\gamma_1 = 1, \gamma_2 = 1$)</td>
<td>500</td>
<td>500</td>
<td>0.047</td>
<td>0.047</td>
</tr>
<tr>
<td>aGEw</td>
<td>500</td>
<td>500</td>
<td>0.046</td>
<td>0.033</td>
</tr>
<tr>
<td>GEw($\gamma_1 = 1, \gamma_2 = 1$)</td>
<td>1000</td>
<td>1000</td>
<td>0.049</td>
<td>0.045</td>
</tr>
<tr>
<td>aGEw</td>
<td>1000</td>
<td>1000</td>
<td>0.047</td>
<td>0.035</td>
</tr>
<tr>
<td>GEw($\gamma_1 = 1, \gamma_2 = 1$)</td>
<td>1000</td>
<td>2000</td>
<td>0.047</td>
<td>0.047</td>
</tr>
<tr>
<td>aGEw</td>
<td>1000</td>
<td>2000</td>
<td>0.049</td>
<td>0.039</td>
</tr>
<tr>
<td>GEw($\gamma_1 = 1, \gamma_2 = 1$)</td>
<td>3500</td>
<td>3500</td>
<td>0.051</td>
<td>0.045</td>
</tr>
<tr>
<td>aGEw</td>
<td>3500</td>
<td>3500</td>
<td>0.048</td>
<td>0.039</td>
</tr>
</tbody>
</table>
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Table 3: The top five genes for the aGEw test identified in PanC4. nTissue is the number of tissues with heritable gene expression; NSNP is the number of SNPs per gene included in the training of GTEx V6 models; nSNP is the number of SNPs with non-zero weights among any available tissues; the aGEw test used all of the available qualified continuous weights and the pair of $\gamma_1, \gamma_2$ with the smallest p-value is reported in parenthesis; aGEw (0-1) is the aGEw test that used the 0-1 binary weight; aGE is the unweighted test based on the NSNP available variants. The gene achieving statistical significance in the replication dataset is marked in boldface. Weights are from GTEx V6 models.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Chr</th>
<th>nTissue</th>
<th>NSNP</th>
<th>nSNP</th>
<th>PanC4</th>
<th>PanScan II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>aGEw ($\gamma_1, \gamma_2$)</td>
<td>aGEw (0-1) ($\gamma_1, \gamma_2$)</td>
</tr>
<tr>
<td>DYNC1LI1</td>
<td>3</td>
<td>1</td>
<td>445</td>
<td>3</td>
<td>2.00E-04 (1,1)</td>
<td>3.40E-04 (1,1)</td>
</tr>
<tr>
<td>BACH1</td>
<td>21</td>
<td>2</td>
<td>631</td>
<td>25</td>
<td>6.60E-04 (1,4)</td>
<td>4.30E-03 (1,4)</td>
</tr>
<tr>
<td>PAPSS1</td>
<td>4</td>
<td>13</td>
<td>386</td>
<td>142</td>
<td>8.00E-04 (1,1)</td>
<td>9.99E-03 (1,1)</td>
</tr>
<tr>
<td>SMURF1</td>
<td>7</td>
<td>1</td>
<td>355</td>
<td>10</td>
<td>1.30E-03 (2,1)</td>
<td>2.60E-03 (2,1)</td>
</tr>
<tr>
<td>TRIP10</td>
<td>19</td>
<td>2</td>
<td>461</td>
<td>68</td>
<td>1.30E-03 (1,4)</td>
<td>3.00E-02 (1,4)</td>
</tr>
</tbody>
</table>

Table 4: The top five genes for the aGEw (0-1) test identified in PanC4. nTissue is the number of tissues with heritable gene expression; NSNP is the number of SNPs per gene included in the training of GTEx V6 models; nSNP is the number of SNPs with non-zero weights among any available tissues; the aGEw test used all of the available qualified continuous weights; aGEw (0-1) is the aGEw test that used the 0-1 weight; aGE is the unweighted test based on all available SNPs. The pair of $\gamma_1, \gamma_2$ with the smallest p-value is reported in parenthesis. The gene achieving statistical significance in the replication dataset is marked in boldface. Weights are from GTEx V6 models.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Chr</th>
<th>nTissue</th>
<th>NSNP</th>
<th>nSNP</th>
<th>PanC4</th>
<th>PanScan II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>aGEw</td>
<td>aGEw (0-1) ($\gamma_1, \gamma_2$)</td>
</tr>
<tr>
<td>KDM3A</td>
<td>2</td>
<td>1</td>
<td>361</td>
<td>14</td>
<td>3.10E-02</td>
<td>2.90E-04 (2,1)</td>
</tr>
<tr>
<td>DYNC1LI1</td>
<td>3</td>
<td>1</td>
<td>445</td>
<td>3</td>
<td>2.00E-04</td>
<td>3.40E-04 (4,1)</td>
</tr>
<tr>
<td>TMCO3</td>
<td>13</td>
<td>9</td>
<td>361</td>
<td>124</td>
<td>3.90E-02</td>
<td>3.70E-04 (5,1)</td>
</tr>
<tr>
<td>DCUN1D2</td>
<td>13</td>
<td>4</td>
<td>372</td>
<td>110</td>
<td>1.60E-01</td>
<td>4.40E-04 (6,1)</td>
</tr>
<tr>
<td>RAPGEF5</td>
<td>7</td>
<td>5</td>
<td>856</td>
<td>108</td>
<td>7.69E-02</td>
<td>5.90E-04 (5,1)</td>
</tr>
</tbody>
</table>
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Figure 1: Empirical power curves for aGEw tests based on 1000 cases and 1000 controls. A: aGEw with single sets of weights; B: aGEw with multiple sets of correlated weights. Weights S.1)-S.5) and M.1)-M.3) are specified in Table 1: S.1) accurate weights, S.2) informative weights, S.3) correct sign but wrong magnitude, S.4) 0-1 weights, and S.5) incorrect weights; M.1) informative weights, M.2) incorrect weights, and M.3) informative + incorrect weights.
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