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Abstract (323/500 words)

Purpose: To investigate multiple deep learning methods for automated segmentation (auto-segmentation) of the parotid glands, submandibular glands, level II and level III lymph nodes on magnetic resonance imaging (MRI). Outlining radiosensitive organs on images used to assist radiation therapy (radiotherapy) of patients with head and neck cancer (HNC) is a time-consuming task, in which variability between observers may directly impact on patient treatment outcomes. Auto-segmentation on computed tomography imaging has been shown to result in significant time reductions and more consistent outlines of the organs at risk.

Methods: Three convolutional neural network (CNN) based auto-segmentation architectures were developed using manual segmentations and T2 weighted MRI images provided from the AAPM RT-MAC challenge dataset (n=31). Auto-segmentation performance was evaluated with segmentation similarity and surface distance metrics on the RT-MAC dataset with institutional manual segmentations (n=10). The generalisability of the auto-segmentation methods was assessed on an institutional MRI dataset (n=10).

Results: Auto-segmentation performance on the RT-MAC images with institutional segmentations was higher than previously reported MRI methods for the parotid glands (dice: 0.860±0.067, mean surface distance: 1.33±0.40 mm) and the first report of MRI performance for submandibular glands (dice: 0.830±0.032, mean surface distance: 1.16±0.47 mm). We demonstrate that high-resolution auto-segmentations with improved geometric accuracy can be generated for the parotid and submandibular glands by cascading a localiser CNN and a cropped high-resolution CNN. Improved mean surface distances were observed between automatic and manual segmentations of the submandibular glands when a low-resolution auto-segmentation was used as prior knowledge in the second stage CNN. Reduced auto-segmentation performance was observed on our institutional MRI dataset when trained on external RT-MAC images; only the parotid gland auto-segmentations were considered clinically feasible for manual correction (dice: 0.775±0.105, mean surface distance: 1.20±0.60 mm).

Conclusion: This work demonstrates that CNNs are a suitable method to auto-segment the parotid and submandibular glands on MRI images of patients with HNC, and that cascaded CNNs can generate high resolution segmentations with improved geometric accuracy. Deep learning methods may be suitable for auto-segmentation of the parotid glands on T2 weighted MRI images from different scanners, but further work is required to improve the performance and generalisability of these methods for auto-segmentation of the submandibular glands and lymph nodes.
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Introduction

Head and neck cancer (HNC) is diagnosed in 887,659 patients globally every year \(^1\), with a potential 74\% of these patients able to benefit from radiation therapy \(^2\). Many of these patients are treated with intensity modulated radiotherapy (IMRT) as it allows the precise delivery of radiation to tumour while minimising the dose to surrounding healthy tissue or organs at risk (OARs). In particular, IMRT is beneficial for reducing the radiation delivered to the parotid glands, which reduces the incidence of xerostomia (dry mouth) \(^3\), a common toxicity that affects the quality of life of HNC patients.

The quality of a radiotherapy plan in HNC is known to impact overall survival \(^4\). A key step in the planning process is to segment a patient image; spatially outlining tumour regions to target with radiation and defining OARs to spare healthy tissue and reduce the associated side effects.

Segmentation of HNC patient images is time consuming, the average reported time taken from 2.7 to 3.0 hours \(^5\) with high inter-observer variability (IOV) reported between segmentations defined by multiple clinicians \(^6\)–\(^8\). Computational methods have been proposed to automate the process, generating an automatic segmentation (auto-segmentation) directly from patient imaging. Head and neck auto-segmentation studies have demonstrated significant time savings in comparison to manual segmentation \(^9\)–\(^12\) and reduced inter-observer variability \(^11,13\).

Auto-segmentation has been widely explored in HNC using computed tomography (CT) imaging, the majority of studies applying atlas-based methods, some improving performance with a machine learning based refinement or directly through deep learning methods \(^5\). Magnetic resonance imaging (MRI) has demonstrated superior soft tissue visualisation to CT in the head and neck region \(^14\) and is taking a larger role in radiotherapy with the advent of MRI only radiotherapy planning and treatment systems with integrated MRI \(^15,16\). Adaptive radiotherapy \(^17\), where the treatment plan is adapted throughout treatment to account for anatomical changes, has been recommended to make full use of the enhanced soft-tissue visualisation these systems provide at treatment time. MRI based adaptive workflows have reported segmentation as one of the most time consuming steps \(^18\), making
it an attractive candidate for auto-segmentation methods which may reduce adaptive treatment
times and increase patient access to this new technology. There are limited MRI auto-segmentation
studies for OARs in HNC, the majority focusing on the parotid glands with atlas-based methods or
deep learning methods. Previous deep learning studies have demonstrated improved auto-
segmentation performance with multi-modality methods (CT & MRI images), no significant
performance difference for multi-contrast MRI methods (T1 & T2 weighted MRI images) and no
significant performance difference between two dimensional (2D) and three dimensional (3D)
methods.

In this study we explore deep learning based methods to auto-segment HNC organs at risk on T2
weighted MRI, including the parotid glands, submandibular glands, level II and level III lymph nodes.
We investigate the relative performance of three 3D convolutional neural network (CNN) based
architectures (Figure 1); a single low-resolution CNN, cascading multiple CNNs to generate higher
resolution auto-segmentations, and a similar cascade of CNNs with a low-resolution auto-
segmentation as prior knowledge to improve accuracy. The auto-segmentation networks are
developed using an open-source dataset (RT-MAC), made available as part of an American
Association of Physicists in Medicine (AAPM) grand challenge, and accuracy is reported with
segmentation similarity and surface distance metrics. As the RT-MAC dataset does not include
publicly available testing segmentations, we assessed the auto-segmentation performance of the
networks against manual segmentations defined by an expert radiation oncologist from our
institute. Auto-segmentation performance was compared to inter-observer variability (IOV) between
RT-MAC manual segmentation and institutional manual segmentations of the RT-MAC validation
dataset. To assess the potential use of the auto-segmentation methods at our institute, we explore
the generalisability of the proposed methods to auto-segment an institutional dataset of T2
weighted MRI images and manual segmentations.
Materials and Methods

Study Cohorts

Two annotated head and neck MRI datasets were used in this study, a publicly available dataset to develop and assess the performance of three auto-segmentation methods and an institutional dataset to evaluate the generalisability of the auto-segmentation methods. The publicly available dataset consists of a training set of 31 patients, with MRI images and manual segmentations, and a test set of 12 patients with MRI images only. A radiation oncologist from our institute manually segmented 5 of the public training set and 10 of the public test set. Our institutional dataset consists of 10 patients and includes MRI images and manual segmentations. A summary of the study data is shown in Figure 2.

The publicly available dataset, the radiotherapy MRI auto-contouring (RT-MAC) dataset, was released for an AAPM grand challenge during the 2019 AAPM annual meeting. The dataset includes 31 training cases (RT-MAC Train*), that include T2 weighted MRI of head and neck patients in a radiotherapy treatment position and associated manual segmentations for eight organs at risk; parotid glands (left/right), submandibular glands (left/right), level II and level III lymph nodes (left/right). Manual segmentation was performed by a radiation oncologist with over 10 years of clinical experience. For our study, the RT-MAC Train* dataset was split into a training dataset (RT-MAC Train) to train the CNNs and a validation dataset (RT-MAC Validate) used to select the best performing networks from all epochs of training. We define the function of the datasets as follows; a training dataset for training the model, a validation dataset for selecting the best performing model during training, a test dataset which is not seen by the model during training and is used to evaluate the performance of the selected model. The RT-MAC dataset has 12 testing cases (RT-MAC Test*) which include a T2 weighted MRI but have no publicly available segmentations. An experienced radiation oncologist, from our institute, manually segmented the eight organs at risk on 10 cases of the RT-MAC Test* dataset (cases 3-12) to form a testing dataset (RT-MAC Test) to assess auto-
segmentation performance. To measure the IOV between public and institutional manual segmentations, the radiation oncologist from our institute manually segmented the 5 cases of the RT-MAC Validate dataset.

Our institutional MRI dataset is composed of diagnostic T2 weighted MRI of 10 patients with head and neck cancer. Approval to conduct this retrospective study was provided by our local ethics committee. An experienced radiation oncologist manually segmented the same eight organs at risk as the RT-MAC dataset.

**MRI Imaging Protocols**

The RT-MAC MRI images (Figure 3a) were acquired on a Siemens 1.5T Aera MRI scanner (Siemens Healthcare, Erlangen, Germany) with the patient in a radiotherapy position. T2 weighted images were acquired with a 2D turbo-spin echo sequence with parameters: flip angle = 90°, refocusing angle = 180°, echo time = 80 ms, repetition time = 4800 s, echo train length = 15, averages = 1, slice thickness = 2 mm, 120 slices, in-plane resolution = 0.5 mm, field of view = 256 mm x 256 mm, bandwidth = 300 Hz/Pixel.

Our institutional MRI images (Figure 3b) were acquired with two Siemens 1.5T MRI scanners (Siemens Healthcare, Erlangen, Germany), an Aera and a Sola. On both scanners, T2 weighted images were acquired with a Dixon turbo-spin echo sequence: flip angle = 90°, refocusing angle = 140-150°, echo time = 55-71 ms, repetition time = 4980-5220 s, echo train length = 8-19, averages = 2, slice thickness = 4 mm, 40-42 slices, in-plane resolution = 0.5625 mm, field of view = 180.0 mm x 157.5-180.0 mm, bandwidth = 275-300 Hz/Pixel. The in-phase images were used in this study and were retrospectively selected for similar image contrast to the RT-MAC data but have different spatial parameters, such as a smaller field of view and thicker slices, see Supplementary Table 1 for a detailed comparison of imaging parameters.
Auto-Segmentation Models

The U-net architecture was selected as it has shown good performance for segmentation of medical images, including the auto-segmentation of organs at risk on CT images of head and neck cancer patients. A three dimensional (3D) variant of the architecture, or 3D U-net, was chosen as 3D CNNs have demonstrated improved performance over 2D or 2.5D CNNs for segmentation tasks on MRI images. A limitation of 3D networks is their large graphical processing unit (GPU) memory requirement, which is often met by downsampling the input image, with a corresponding loss of high frequency information from the original image which may degrade the segmentation performance. To overcome this, multi-stage or cascaded CNNs have been used, first identifying a bounding box or candidate region on a reduced resolution image or a lower dimension image, then performing the segmentation task at the original image resolution over a reduced spatial extent. To explore these methods for MRI segmentation, we developed three auto-segmentation models as shown in Figure 1; a low-resolution 3D U-net, a cascaded high-resolution 3D U-net and a cascaded high-resolution 3D U-net with prior knowledge (the label prediction from the low-resolution 3D U-net). For all three models, organ specific auto-segmentation networks were developed for each of the eight organs at risk.

Convolutional neural network architectures

All networks were implemented, trained and tested in Python (v3.5) using Keras (v2.1) with a Tensorflow backend (v1.8) using CUDA (v9). We used a modified 3D U-net architecture developed at our institute for segmenting the kidneys on CT images which was previously adjusted to fit the memory specification of the GPUs available to our department (NVIDIA Tesla P100/12 Gb). Convolution layers consisted of a 3x3x3 kernel, followed by batch normalization and rectified linear unit activation layers. On the encoding arm of the U-net, downsampling to lower resolutions was achieved with 2x2x2 max pooling layers. On the decoding arm of the U-net, concatenation and upsampling operations were performed to return to the input image resolution. The final layer of
the network is a softmax activation layer that generates a voxel-wise probability of two classes, an organ at risk or background. See Supplementary Figure 1 and Supplementary Table 2 for details of the network architecture.

**Image pre-processing**

MRI images were spatially and intensity normalised to account for acquisition differences between the RT-MAC dataset and our institutional dataset, and to enable future application of the auto-segmentation models to datasets from other sources. Whilst the image contrast in the two datasets was similar, intensity normalisation was required as the absolute range of intensities differed between datasets. Image pre-processing was applied to all MRI data and was achieved with the following ordered image operations; datatype casting to 64 bit floating point numbers, intensity normalisation to a zero mean with unity variance, N4 bias correction (10 iterations per level, 5 resolution levels) \(^39\) using a non-background mask, intensity normalisation to a zero mean with unity variance, intensity rescaling (from \([-3.0, 15.0]\), to \([0, 65000]\)), datatype casting to a 16 bit unsigned integer and linear spatial interpolation to match the resolution and field of view of the RT-MAC dataset. The non-background mask used in the N4 bias correction was constructed by intensity thresholding the first normalised MRI image (intensity>0.5) followed by a binary hole filling operation. The second intensity normalisation step accounted for intensity changes of the N4 bias correction and provided a repeatable intensity range for the intensity rescaling operation. The image pre-processing was performed with SimpleITK \(^40\) on a desktop computer (Intel i7-4770S, 8 Cores, 3.10 GHz, 32 GB Ram).

**Network training strategy**

The networks were trained on MRI image and segmentation pairs from the RT-MAC Train dataset (n=26), using the RT-MAC Validation dataset (n=5) to select the highest performing network. All 3D U-nets were trained with a dice loss function \(^41\) and Adam optimisation (learning rate= 0.0001, \(\beta_1=0.9, \beta_2=0.999\)) \(^42\) over 300 epochs with a single volumetric image batch size. The dice loss was
calculated between the predicted organ at risk probability map, $p_l \in P$, and the ground truth binary segmentation, $g_l \in G$, and is defined as,

$$D_{loss} = \frac{-2 \sum p_l g_l + \epsilon}{\sum p_l + \sum g_l + \epsilon}$$

where $N$ is the number voxels in the segmentation volume and $\epsilon$ is a smoothing factor set to 1. To reduce overfitting in the training process, data augmentation was performed and the network from the epoch with the best validation dice loss was selected. The pre-processed MRI data was augmented during training with random intensity rescaling (85% - 115% of pre-processed intensity) and random spatial rotations and translations in the sagittal ($\pm 22.5^\circ$, $\pm 2.5$mm), coronal ($\pm 7.5^\circ$, $\pm 2.5$mm) and transverse ($\pm 7.5^\circ$, $\pm 2.5$mm) planes. We used a larger sagittal rotation range to reflect the neck tilt angles observed between the RT-MAC immobilised radiotherapy position and the institutional diagnostic MRI position. An augmented image intensity range was selected to account for variability in the intensity normalisation during pre-processing, due to differences in water and lipid composition in patient images.

**Low-resolution Networks**

The low-resolution networks required downsampled MRI data as the 3D volume at native resolution would exceed the available GPU memory during training, and were trained on downsampled MRI image and segmentation pairs. The native RT-MAC voxel size of $0.5 \times 0.5 \times 2.0$ mm was downsampled to $2.0 \times 2.0 \times 2.5$ mm, using linear interpolation for the image data and a nearest neighbour interpolation for the segmentations. The dice loss, used to train the low-resolution networks, was calculated between the low-resolution predicted probability and the downsampled ground truth segmentation. Conversely, the similarity and distance metrics described in section 3.3 and reported in the results section were calculated between the original ground truth segmentation and an upsampled predicted segmentation from the low-resolution network.
Localiser Networks

The localiser networks are the first stage of the cascaded networks, and locate the centre of an OAR of interest. These networks were trained in isolation with a different split of the RT-MAC Train* dataset (train=18, validate=13) to introduce some imperfection in the localisation data used during the training of the second stages in the cascade networks. Similar to the low-resolution networks, the localiser networks were trained on downsampled MRI image and segmentation pairs. As the extent of the predicted segmentation is more important than edge accuracy, the segmentations used during training were dilated with a six voxel radius. The centroid of the crop region, to be used by the cascaded networks, was calculated as the centre of the extent of the predicted localiser segmentation.

High-resolution Cascaded Networks

The first cascaded networks were trained on MRI image and segmentation pairs at the original resolution, cropped to the region defined by a localiser network. The predicted high-resolution cropped segmentation was zero-padded to match the spatial extent of the original image. The extent of the crop region for each organ at risk was defined as the maximum extent observed in the RT-MAC Train* dataset and then increased in size within the memory limits of the GPU (see Supplementary Table 2).

High-resolution Cascaded Networks with Prior Knowledge

To incorporate global information, the second cascaded networks were trained on similar data to the first cascaded networks, with the addition of a predicted segmentation from a low-resolution network, which was cropped to a region defined by a localiser network. The predicted high-resolution cropped segmentation was zero-padded to match the spatial extent of the original image.

Auto-Segmentation Performance

The performance of the auto-segmentation methods was evaluated with the dice similarity coefficient \(^{43}\), the Hausdorff distance \(^{44}\) and the mean surface distance, also referred to as the
average symmetric surface distance. To transform the predicted voxel-wise probability map, $P$, which is output from the softmax layer of each CNN into a binary OAR segmentation, $\hat{P}$, we used a probability threshold of greater than 0.45; a value adapted from our previous work. The dice similarity coefficient is defined as,

$$DSC = 2 \frac{|P \cap G|}{|P| + |G|}$$

where $G$ is the ground truth binary OAR segmentation. The Hausdorff distance is defined as,

$$HD = \max \left( \max_{p \in \hat{P}} h(p, G), \max_{g \in G} h(g, \hat{P}) \right),$$

where, $h(a, B) = \min_{b \in B} \|a - b\|$, and $\|\cdot\|$ is a Euclidean norm. The mean surface distance is defined as,

$$MSD = \frac{\Sigma_{p \in \partial \hat{P}} h(p, \partial G) + \Sigma_{g \in \partial G} h(g, \partial \hat{P})}{|\partial \hat{P}| + |\partial G|}.$$

where $\partial \hat{P}$ is the set of voxels on the boundary of the predicted OAR segmentation and $\partial G$ is the set of voxels on the boundary of the ground truth OAR segmentation. All performance metrics were calculated on the largest connected structure of the predicted binary segmentation in Python 3.6.3 with SimpleITK 1.1.0. As per the recommendation of to use complimentary metrics, we selected an overlap similarity metric (dice coefficient) to assess general accuracy and two surface based metrics to assess the average (mean surface distance) and worst case (Hausdorff distance) boundary accuracy of the segmentations.

**Network architecture comparison**

The time efficiency and segmentation performance of the three auto-segmentation architectures were compared. The time taken to pre-process the MRI images and to auto-segment each organ at risk was measured programatically. The auto-segmentation performance of each network architecture was calculated on MRI images from the RT-MAC Validation and RT-MAC Test datasets,
with all performance metrics assessed against institutional manual segmentations. To test for significant performance differences \((p < 0.05)\) between the three auto-segmentation methods, we used a two-tailed Wilcoxon signed-rank test on the RT-MAC Test dataset. The Wilcoxon test was calculated with SciPy (v1.7)\(^47\) for each organ at risk, including both the left and right segmentations in the sample \((n=20)\).

**Generalisability of auto-segmentation methods**

The generalisability of the proposed auto-segmentation methods were assessed on the institutional dataset. Here we define generalisability as the method’s ability to segment previously unseen MRI data, specifically data from a different MRI scanner with different image acquisition parameters than the MRI data used to train the auto-segmentation method. The auto-segmentation performance of each network architecture was calculated on MRI images from the institutional datasets, with all performance metrics assessed against institutional manual segmentations. Surface based metrics were only calculated on an auto-segmentations if the organ at risk was detected (see Supplementary Table 3 for details of undetected OARs). The networks with the highest performance on the institutional dataset were compared to the highest performing networks for the RT-Mac Test dataset and against the inter-observer variability for manual segmentation. To test for significant differences \((p < 0.05)\) between the model performance on MRI images from the RT-MAC Test and institutional datasets, we used a two-tailed Mann-Whitney U test as calculated with SciPy (v1.7)\(^47\) for each organ at risk, including both the left and right segmentations in the sample \((n=20)\).

**RESULTS**

**Auto-Segmentation Performance**

All network architectures were successfully trained to detect the specified organs at risk on the RT-MAC dataset, an example of auto-segmentations generated on the validation dataset is shown in Figure 4. Performance metrics for all networks and datasets are reported in Supplementary Table 4.
The expected trend of higher performance across all metrics in the training set as compared to the validation set was observed. A general trend across the OARs was observed for the dice performance of auto-segmentations generated on the RT-MAC test dataset (Figure 5); dice performance in order from highest to lowest was the parotid glands, submandibular glands, level II lymph nodes and level III lymph nodes. A similar trend was observed in the surface distance metrics, in order from highest to lowest performing; submandibular glands, parotid glands, level II lymph nodes and level III lymph nodes.

Auto-segmentation network performance on the RT-MAC test dataset, and the inter-observer variability on the RT-MAC validation dataset is shown in Table 1. The auto-segmentation performance was similar to the inter-observer variability across all metrics and for all organs at risk (dice coefficients within 0.035 of IOV, mean surface distances within 0.61 mm of IOV and Hausdorff distances within 2.0 mm of IOV). The level II lymph node auto-segmentations performed slightly higher than the IOV for the dice coefficient and mean surface distance. The Hausdorff distance performance was slightly higher than IOV for auto-segmentations of the right parotid gland. The trend in inter-observer variability across manual segmentations of OARs was identical to that observed in the auto-segmentation of the validation and training datasets for both the dice coefficient and the surface distance metrics (see Supplementary Figure 2).

The highest dice coefficient, of any network, on the RT-MAC test dataset when comparing auto-segmentations to institutional manual segmentations for each organ at risk was 0.860±0.067 (left parotid), 0.857±0.063 (right parotid), 0.830±0.032 (left submandibular), 0.785±0.123 (right submandibular), 0.708±0.053 (left level 2 lymph nodes), 0.715±0.071 (right level 2 lymph nodes), 0.561±0.100 (left level 3 lymph nodes) and 0.573±0.105 (right level 3 lymph nodes).

The lowest mean surface distance, of any network, on the RT-MAC test dataset when comparing auto-segmentations to institutional manual segmentations for each organ at risk was 1.41±0.33 mm...
The lowest Hausdorff distance, of any network, on the RT-MAC test dataset when comparing auto-segmentations to institutional manual segmentations for each organ at risk was 11.31±6.09 mm (left parotid), 9.68±4.37 mm (right parotid), 6.83±3.29 mm (left submandibular), 7.62±4.34 mm (right submandibular), 16.61±3.47 mm (left level 2 lymph nodes), 17.72±3.66 mm (right level 2 lymph nodes), 20.26±4.24 mm (left level 3 lymph nodes) and 17.91±5.98 mm (right level 3 lymph nodes).

**Network Architecture Comparison**

**Auto-segmentation performance**

A comparison of auto-segmentation performance on the RT-MAC test dataset for the low-resolution, high-resolution and high-resolution with prior knowledge methods is shown in Figure 5. The high-resolution network improved performance in comparison to the low-resolution network, with significantly higher dice coefficients for the submandibular glands and level III lymph nodes. The high-resolution network with prior knowledge improved performance in comparison to the low-resolution network, with significantly higher dice coefficients for the parotid and submandibular glands and significantly smaller mean surface distances for the submandibular glands. In the high-resolution networks, the addition of prior knowledge changed auto-segmentation performance, with improved dice coefficients and mean surface distances for the submandibular glands, but a lower performing Hausdorff distance for the level II lymph nodes.

**Time efficiency**

The time taken to auto-segment the eight organs at risk on MRI of a head and neck cancer patient increased with network architecture complexity, taking on average 0.7 minutes (low-resolution
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Generalisability of Auto-Segmentation Methods

The methods developed on the RT-MAC dataset were able to auto-segment the majority of organs at risk on the institutional MRI images, an example of auto-segmentation is shown in Figure 6. The quality of the auto-segmentations generated on the institutional data (Table 1) was poorer across the majority of metrics in comparison to auto-segmentations generated on the RT-MAC test dataset (Figure 7). The dice performance on institutional data was significantly poorer for all auto-segmentation models across all organs-at-risk. The mean surface distance was significantly larger on institutional data for the majority of cases, with no significant difference observed for the submandibular glands with a low-resolution method, no significant difference for the parotid glands with a high-resolution network and no significant difference for the level II lymph nodes with either of the high-resolution networks. The Hausdorff distance was significantly larger on institutional data for the majority of cases, with no significant difference observed for the level II and level III lymph nodes with the low-resolution method. Improved distance performance was observed in one case, with significantly smaller means surface distance in the level II lymph nodes with the low-resolution method. On the institutional MRI data, only the parotid gland auto-segmentation may be considered suitable for clinical use with manual correction, with a mean dice score of 0.730/0.775 (left/right), a mean surface distance 1.64/1.20 mm and a Hausdorff distance of 12.88/14.00 mm.

Discussion

A performance comparison of the best results from our methods on the RT-MAC testing dataset and previously published HNC studies for each OAR are detailed in Table 3. The surface distance metrics are reported in millimetres to two significant figures to allow direct comparison with previous studies. For auto-segmentation of the parotid glands on MRI, our methods have the highest
performance with respect to dice coefficient (0.860±0.067), mean surface distance (1.33±0.40 mm) and Hausdorff distance (9.68±4.37 mm). One MRI based auto-segmentation method\textsuperscript{19} was excluded from this comparison as it has an additional requirement, a planning MRI and manual segmentation to train a patient specific atlas and a patient specific support vector machine. Our proposed parotid auto-segmentation methods have comparable surface distance performance and slightly lower dice performance than those reported for CT\textsuperscript{48,49}. Our submandibular auto-segmentation has higher dice performance than two CT studies\textsuperscript{48,50}, is comparable to a CT atlas-based method\textsuperscript{51} and has slightly lower performance than a CT deep learning method\textsuperscript{49}. For level II lymph nodes our auto-segmentation methods have better mean surface distance performance but lower dice performance than a CT and MRI study\textsuperscript{21}. For level III lymph nodes our methods have higher dice and surface distance performance than a previous CT atlas-based method\textsuperscript{52}.

The observed trend in auto-segmentation dice performance, on the RT-MAC test dataset across organs at risk from highest to lowest (parotid glands, submandibular glands, level 2 lymph nodes, level 3 lymph nodes) was previously reported using a single atlas based method on CT\textsuperscript{53}. Auto-segmentation of the parotid glands having a higher dice coefficient than auto-segmentation of the submandibular glands has been observed in CT based deep learning studies\textsuperscript{27,48,54}. These trends are mirrored in the IOV of manual segmentations (Supplementary Figure 2) which suggests that the parotid glands may be inherently less challenging to reproducibly segment than the submandibular glands. The lymph node levels have the poorest auto-segmentation performance and highest IOV of the investigated OARs, this may be due to the challenging task of separating the individual nodal levels and is the focus of ongoing efforts to standardise practise\textsuperscript{55,56}.

Network architecture impacts auto-segmentation performance. Our high-resolution cascaded networks had significantly improved dice performance for the majority of organs-at-risk and significantly smaller mean surface distances for the submandibular glands than a low-resolution single stage network. The lack of significant improvement in mean surface distance for the parotid
glands, when comparing low and high resolution networks, may indicate that low-resolution methods are sufficient when auto-segmenting organs with a less complex surface geometry. Whilst performance improvements due to a similar coarse-fine method have been reported for OAR segmentation on CT of HNC, those improvements were unclear in the parotid glands as there was improved surface distance performance (95% Hausdorff distance) but a reduction in dice performance. Adding prior knowledge to our high-resolution network significantly improved the dice coefficient and mean surface distance when segmenting the submandibular glands, but had significantly larger Hausdorff distances when segmenting the level II lymph nodes. The majority of cases saw no significant change due to prior knowledge, which may indicate that textural information in the cropped region of the organ at risk (local high-resolution information) may be of equal importance as the general location of the organ at risk (global low-resolution information). To our knowledge, this is the first report on the effect of cascaded CNNs on auto-segmentation performance on MRI for OARs in HNC. A similar MRI auto-segmentation study explores the performance of CNNs with different spatial dimensionality or multiple MRI contrasts, and found no significant performance difference between 2D and 3D methods, and no benefit from multiple MRI contrasts. Whilst cascaded methods allow auto-segmentation on a 3D patch of MRI data at native image resolution, when using a GPU similar to this study, a GPU with larger memory may allow auto-segmentation on a full volumetric MRI image at native image resolution with a single 3D U-net.

In the exploration of the generalisability of our auto-segmentation methods on slightly different MRI images, we observed significantly reduced performance in the majority of cases, with only the parotid gland segmentation (metric = left/right, dice = 0.730/0.775, mean surface distance = 1.64/1.20 mm) being considered suitable for clinical use with manual correction. In a similar CNN based auto-segmentation study, a comparable drop in parotid auto-segmentation performance was reported where networks were trained on a 3T MRI dataset and tested on 1.5T MRI dataset. The observed drop in performance suggests that the spatial and intensity normalisation applied as a pre-processing step is not adequate to remove the relevant variability between these MRI datasets prior to analysis.
to inference with a CNN. Lack of generalisability of MRI auto-segmentation with CNN based methods has previously been reported in the brain \(^{57}\), and appears to be less of an issue with CT based external validation studies showing good performance in parotid and submandibular glands \(^{58}\). With the increasing adoption of MR guided radiotherapy, larger annotated datasets from different MRI scanners and differing imaging protocols may help address the generalisability issues of current MRI auto-segmentation methods. Another approach may be to train models for a specific use, using single site or scanner specific data, such as the machine specific data being collected by the MOMENTUM collaboration \(^{59}\).

A limitation of this study is the assessment of segmentation performance with purely geometric metrics. The dice coefficient is a measure of overlap, but good segmentation overlap does not guarantee a clinical outcome such as delivered radiation dose \(^{22}\). The probability threshold of 0.45 used to create binary labels in this study was selected in previous work to account for systematic volume difference between segmentations \(^{36}\). Whilst a threshold of 0.5 is more commonly used, we observed minimal change in all performance metrics on the RT-MAC validation dataset over a threshold range from 0.45 to 0.55 (Supplementary Figure 3). The manual segmentation of 10 of the 12 available RT-MAC Test* cases may limit the comparison of our results with future studies. Many radiotherapy patients will have additional diagnostic imaging which may provide valuable anatomic information that was not considered in this work, a multi-modality network for HNC auto-segmentation has demonstrated improved performance when combining MRI and CT images over CT images alone \(^{23}\). The high performance of a parotid auto-segmentation method that incorporates an existing clinically approved segmentation \(^{19}\) suggests that the integration of planning segmentations and images may benefit auto-segmentation performance in the context of adaptive radiotherapy workflows or longitudinal studies. Whilst this study provides some insight into the performance of deep learning auto-segmentation of organs at risk on MRI of HNC patients, larger studies are needed to validate these methods before clinical implementation. To address the current
issue of small annotated MRI datasets, general adversarial networks are being explored to create synthetic MRI training datasets from larger available annotated CT datasets \(^6\).

**Conclusion**

We have demonstrated the application of 3D CNNs to auto-segment the parotid and submandibular glands in HNC patients on T2 weighted MRI images, with dice and surface distance performance similar to previous MRI and CT studies. Cascading a localiser and cropped high-resolution 3D CNN can generate higher resolution auto-segmentations with significantly improved accuracy, in comparison to a low-resolution 3D CNN, for both the parotid and submandibular glands. The mean surface distance of auto-segmentations of the submandibular glands can be significantly improved by using a low-resolution predicted label as prior knowledge in the high-resolution stage of a cascaded CNN. The developed methods performed significantly worse on T2 weighted images from a different source than the training dataset, but may be suitable for auto-segmenting the parotid glands. Further work is required to improve the generalisability of the proposed automated segmentation methods for application with the other considered organs at risk.
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FIGURE AND TABLE LEGENDS

Figure 1: Auto-segmentation models with complexity increasing from top to bottom. A low-resolution model downsamples the entire 3D MRI volume and calculates a low-resolution segmentation. The high-resolution cascaded model uses a localiser network to crop a 3D MRI region at the native image resolution, and calculates a segmentation at the native image resolution. The high-resolution cascaded model with prior knowledge uses a localiser network to crop a 3D region of both the MRI and a label predicted by the low-resolution network, and calculates a segmentation at the native image resolution. The localiser network is a variation of the low-resolution network, which was trained with dilated segmentations and is used to define a crop region in the two cascaded networks.
Figure 2: Summary of the RT-MAC and institutional datasets which include magnetic resonance images (MRI) and organ at risk manual segmentations (OAR Seg.). The original RT-MAC Train* dataset was split into the RT-MAC Train dataset for training the auto-segmentation networks and the RT-MAC Validate dataset for selecting the best performing network over the 300 training epochs. To measure inter-observer variability, an experienced radiation oncologist from our institute manually created organ at risk segmentations on the RT-MAC validate dataset. As the original RT-MAC Test* dataset does not include publicly available segmentations, the performance of the auto-segmentation networks on the RT-MAC data was tested using institutional segmentations of the RT-MAC Test dataset, which were created for 10 or the 12 RT-MAC Test* cases. To explore the generalisability of the auto-segmentation networks, their performance was measured on the institutional dataset.
Figure 3: Comparison of T2 weighted magnetic resonance images and organ at risk segmentation from the (a) RT-MAC challenge dataset and (b) our institutional dataset. The organ at risk segmentations are defined for the (purple) parotid glands, (green) submandibular glands, (yellow) level two lymph nodes and (blue) level three lymph nodes. The images from each dataset have similar T2 weighted contrast but differ in spatial coverage and voxel size.
Figure 4: Transverse T2 weighted MRI of a patient with head and neck cancer from the RT-MAC Validate dataset with (solid line) manual institutional segmentations and (dashed line) auto-segmentations of organs at risk: (purple) parotid glands, (green) submandibular glands, (yellow) level two lymph nodes and (blue) level three lymph nodes. The zoomed in panels (bottom 3 rows) highlight the differences between the three auto-segmentation networks.

Figure 5: Comparison of the auto-segmentation performance of the different network architectures, as assessed with a similarity metric (dice coefficient) and surface distance metrics (mean surface distance & Hausdorff distance). Significant differences between the (dark grey) low-resolution network, (light grey) high-resolution network and (white) high-resolution network with prior knowledge are marked with a single asterisk *, p < 0.05, and a double asterisk **, p < 0.01. The general trend in auto-segmentation performance across organs at risk, from highest to lowest dice performance, is the parotid glands, submandibular glands, level two lymph nodes and level three lymph nodes. The trend is slightly different for surface distance metrics with the submandibular glands auto-segmentations having the highest performance. High-resolution methods showed significant improvements over the low-resolution method, with higher dice coefficients observed for all OARs other than the level II lymph nodes and smaller mean surface distances observed for the submandibular glands. The addition of prior knowledge to a high-resolution network significantly improved both the dice coefficient and the mean surface distance for the submandibular glands, but led to significantly larger Hausdorff distances for the level II lymph nodes.

Table 1: Auto-segmentation network performance as compared to manual institutional segmentations, for the highest performing network architecture on each OAR and for each performance metric. Auto-segmentation performance is reported for auto-segmentations generated on the RT-MAC Test dataset and the PeterMac institutional dataset and compared to the inter-observer variability (IOV) as measured on the RT-MAC Validate dataset between RT-MAC manual segmentations and institutional manual segmentations.
Table 2: Time efficiency of the different auto-segmentation network architectures. The spatial and intensity normalisation applied to the MRI images was identical for all networks, total auto-segmentation time increased as function of network complexity.

<table>
<thead>
<tr>
<th>Network Architecture</th>
<th>MRI Normalisation (seconds)</th>
<th>Auto-segmentation per organ-at-risk (seconds)</th>
<th>Auto-segmentation per patient (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-resolution</td>
<td>15.0</td>
<td>3.3±1.1</td>
<td>41.8±8.9</td>
</tr>
<tr>
<td>High-resolution</td>
<td>15.0</td>
<td>17.5±1.0</td>
<td>155.8±8.0</td>
</tr>
<tr>
<td>High-resolution (prior knowledge)</td>
<td>15.0</td>
<td>24.5±1.3</td>
<td>210.8±10.7</td>
</tr>
</tbody>
</table>

Figure 6: Transverse T2 weighted MRI of a patient with head and neck cancer from the institutional MRI dataset with (solid line) manual segmentations and (dashed line) auto-segmentations of organs at risk: (purple) parotid glands, (green) submandibular glands, (yellow) level two lymph nodes and (blue) level three lymph nodes. The zoomed in panels (bottom 3 rows) highlight the differences between the three auto-segmentation network architectures.
Figure 7: Comparison of auto-segmentation performance of three models on the (dark grey) RT-MAC test dataset and (white) institutional dataset. Dice performance is significantly poorer on the institutional dataset for all three models across all organs-at-risk. Surface distance metric performance is significantly poorer for all three models on the majority of organs-at-risk. There was no significant performance difference on the institutional MRI data for some models with respect to mean surface distance in the parotid glands, submandibular glands and level II lymph nodes, and with respect to Hausdorff distance in the level II and level III lymph nodes. The only improved performance was observed with the low-resolution network, with significantly smaller mean surface distance for the level II lymph nodes.
<table>
<thead>
<tr>
<th>Publication</th>
<th>Imaging Modality</th>
<th>Magnetic Field Strength</th>
<th>Method</th>
<th>OAR</th>
<th>Images</th>
<th>Dice Coefficient</th>
<th>Mean Surface Distance (mm)</th>
<th>Hausdorff Distance (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yang 2014 [19]</td>
<td>MRI (T2w)</td>
<td>1.5T</td>
<td>Patient specific</td>
<td>Parotid</td>
<td>15</td>
<td>42</td>
<td>0.911±0.016</td>
<td>0.29±0.11</td>
</tr>
<tr>
<td>Willems 2018 [48]</td>
<td>CT</td>
<td>-</td>
<td>3D FCN</td>
<td>Parotid</td>
<td>70</td>
<td>20</td>
<td>0.897</td>
<td>1.05</td>
</tr>
<tr>
<td>Korte 2021</td>
<td>MRI (T2w)</td>
<td>1.5T</td>
<td>3D U-net</td>
<td>Parotid</td>
<td>31</td>
<td>10</td>
<td>0.860±0.067</td>
<td>1.33±0.40</td>
</tr>
<tr>
<td>Cheng 2013 [20]</td>
<td>MRI (T2w)</td>
<td>NR</td>
<td>Multi-atlas</td>
<td>Parotid</td>
<td>4</td>
<td>1(5)</td>
<td>0.853</td>
<td></td>
</tr>
<tr>
<td>Kieselmann 2020 [24]</td>
<td>MRI (T1w+T2w)</td>
<td>3T</td>
<td>Multi-atlas</td>
<td>Parotid</td>
<td>24</td>
<td>3(27)</td>
<td>0.85±0.03</td>
<td>1.30±0.54</td>
</tr>
<tr>
<td>Kieselmann 2020 [24]</td>
<td>MRI (T1w+T2w)</td>
<td>3T</td>
<td>2D/2.5D/3D</td>
<td>Parotid</td>
<td>24</td>
<td>3(27)</td>
<td>0.85±0.08</td>
<td>1.63±1.27</td>
</tr>
<tr>
<td>Kieselmann 2018 [22]</td>
<td>MRI (T1w)</td>
<td>3T</td>
<td>Multi-atlas</td>
<td>Parotid</td>
<td>11</td>
<td>1(12)</td>
<td>0.83±0.03</td>
<td>1.35±0.40</td>
</tr>
<tr>
<td>Wartman 2016 [21]</td>
<td>MRI (T1w)</td>
<td>1.5T</td>
<td>Multi-atlas</td>
<td>Parotid</td>
<td>13</td>
<td>1(14)</td>
<td>0.79</td>
<td>4.79</td>
</tr>
<tr>
<td>Molaik 2018 [23]</td>
<td>CT+MRI (T1w)</td>
<td>3T</td>
<td>CNN</td>
<td>Parotid</td>
<td>34-35</td>
<td>8-9(43)</td>
<td>0.785</td>
<td>1.57</td>
</tr>
<tr>
<td>Molaik 2018 [23]</td>
<td>CT</td>
<td>-</td>
<td>CNN</td>
<td>Parotid</td>
<td>34-35</td>
<td>8-9(43)</td>
<td>0.765</td>
<td>1.57</td>
</tr>
<tr>
<td>Wartman 2016 [21]</td>
<td>CT</td>
<td>-</td>
<td>Multi-atlas</td>
<td>Parotid</td>
<td>13</td>
<td>1(14)</td>
<td>0.76</td>
<td>6.23</td>
</tr>
<tr>
<td>Willems 2018 [48]</td>
<td>CT</td>
<td>-</td>
<td>3D FCN</td>
<td>Submand</td>
<td>70</td>
<td>20</td>
<td>0.877</td>
<td>0.83</td>
</tr>
<tr>
<td>Qazi 2011 [50]</td>
<td>CT</td>
<td>-</td>
<td>Atlas+Feature</td>
<td>Submand</td>
<td>15</td>
<td>10</td>
<td>0.84</td>
<td>3.52</td>
</tr>
<tr>
<td>Korte 2021</td>
<td>MRI (T2w)</td>
<td>1.5T</td>
<td>3D U-net</td>
<td>Submand</td>
<td>31</td>
<td>10</td>
<td>0.830±0.032</td>
<td>1.16±0.47</td>
</tr>
<tr>
<td>Thomasen 2014 [49]</td>
<td>CT</td>
<td>-</td>
<td>Atlas+Intensity</td>
<td>Shape Model</td>
<td>Submand</td>
<td>-</td>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>Walker 2014 [47]</td>
<td>CT</td>
<td>-</td>
<td>Atlas based</td>
<td>Submand</td>
<td>-</td>
<td>40</td>
<td>0.73±0.25</td>
<td></td>
</tr>
<tr>
<td>Wartman 2016 [21]</td>
<td>MRI (T1w)</td>
<td>1.5T</td>
<td>Multi-atlas</td>
<td>LN L+L III</td>
<td>8</td>
<td>10</td>
<td>0.8</td>
<td>3.89</td>
</tr>
<tr>
<td>Wartman 2016 [21]</td>
<td>CT</td>
<td>-</td>
<td>Multi-atlas</td>
<td>LN L+L III</td>
<td>8</td>
<td>10</td>
<td>0.78</td>
<td>5.57</td>
</tr>
<tr>
<td>Korte 2021</td>
<td>MRI (T2w)</td>
<td>1.5T</td>
<td>3D U-net</td>
<td>LN L+L III</td>
<td>31</td>
<td>10</td>
<td>0.715±0.071</td>
<td>2.33±0.49</td>
</tr>
<tr>
<td>Gorthi 2009 [51]</td>
<td>CT</td>
<td>-</td>
<td>Atlas+Active Contours</td>
<td>LN L+L III</td>
<td>1</td>
<td>9(10)</td>
<td>0.58±0.08</td>
<td>14.41±6.11</td>
</tr>
<tr>
<td>Korte 2021</td>
<td>MRI (T2w)</td>
<td>1.5T</td>
<td>3D U-net</td>
<td>LN L+L III</td>
<td>31</td>
<td>10</td>
<td>0.573±0.105</td>
<td>3.53±1.22</td>
</tr>
<tr>
<td>Gorthi 2009 [51]</td>
<td>CT</td>
<td>-</td>
<td>Active Contours</td>
<td>LN L+L III</td>
<td>1</td>
<td>9(10)</td>
<td>0.48±0.18</td>
<td>18.45±11.85</td>
</tr>
</tbody>
</table>

Table 3: Comparison of auto-segmentation performance against previously reported methods. If multiple structures (i.e. left/right) or multiple network architectures are reported, the best performing result has been selected. For each organ at risk the studies are ordered by auto-segmentation performance, as defined by the dice coefficient. The MRI studies are conducted on T1 weighted (T1w) or T2 weighted (T2w) images and the magnetic field strength is noted, apart from one study where it was not reported (NR). There are atlas based methods with refinement steps such as support vector machines (SVM) and a range of deep learning methods such as fully connected networks (FCN), convolutional neural networks (CNN). The number of images used to train and test the auto-segmentation methods is listed, in papers where cross validation was used the number of train and test images for one fold of validation is reported, with the total number of test images in brackets. The number of patients per study is the combined number of test and training images, apart from Yang 2014 which includes 15 patients imaged at multiple timepoints.
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