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Abstract—The training of Support Vector Machines using the decomposition method has one drawback; namely the selection of working sets such that convergence is as fast as possible. It has been shown by Lin that the rate is linear in the worse case under the assumption that all bounded Support Vectors have been determined. The analysis was done based on the change in the objective function and under a SVMlight selection rule. However, the rate estimate given is independent of time and hence gives little indication as to how the linear convergence speed varies during the iteration. In this initial analysis, we provide a treatment of the convergence from a gradient contraction perspective. We propose a necessary and sufficient condition which when satisfied provides strict linear convergence of the algorithm. The condition can also be interpreted as a basic requirement for a sequence of working set selection rules such that convergence is as fast as possible.

and the kernel function which satisfies Mercer’s conditions is:

\[ K(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle \]

The separating hyperplane has the following form:

\[ f(x) = \sum_{i=1}^{n} \alpha_i y_i K(x, x_i) + b \]

where \( b \) is the bias of the hyperplane. The SVM problem is usually solved via sequential decomposition, where the following partitioned problem is solved at each iteration:

\[
\min_{\alpha_p, b} \max_b \sum \alpha_i y_i = \frac{1}{2} \begin{bmatrix} \alpha_p' \end{bmatrix}^T \begin{bmatrix} H_p & \mathbf{H}_s \end{bmatrix} \begin{bmatrix} \alpha_p' \end{bmatrix} - \begin{bmatrix} \alpha_p' \end{bmatrix}^T \begin{bmatrix} e_p' \\ e_s \end{bmatrix}
\]

subject to:

\[ D_p = \{ \alpha_p | 0 \leq \alpha_p \leq C \} \]

where \( b \in \mathbb{R} \), is treated as a pseudo-Lagrangian multiplier [2]. The partitioned matrices are:

\[ G = \begin{bmatrix} G_p & G_s \\ G_p^T & G_s \end{bmatrix}, \quad H_p = \begin{bmatrix} G_p & y_p \\ y_p^T & 0 \end{bmatrix}, \quad \mathbf{H}_s = \begin{bmatrix} \mathbf{G}_s \\ y_s^T \end{bmatrix} \]

and the augmented vectors are:

\[ \alpha_p' = \begin{bmatrix} \alpha_p \\ b \end{bmatrix}, \quad e_p' = \begin{bmatrix} e_p \\ 0 \end{bmatrix} \]

Note that the gradient vector of (2) is:

\[ \nu' = \mathbf{H} \alpha' - e' \]

while the gradient vector corresponding to the sub-problem is:

\[ \nu_p' = H_p \alpha_p' + H_s \alpha_s' - e_p' \]

This form of decomposition adds an extra dimension of difficulty. In particular, the sequence of sub-problems solved is central to the speed of the SVM decomposition method [3]. In early SVM decomposition algorithms such as...
SMO [4] and SVMlight [5] the sequence of sub-problems has consisted of those with the steepest gradients. It has been demonstrated by Lin [7] that sub-problems chosen under a SVMlight rule resulted in a linear convergence rate. In [8], we demonstrated that in addition to the steepest direction, one should also consider the sub-problem constraints and select sub-problems with the largest potential change in the variables. We are interested in the problem of determining an optimal sequence so that the quadratic program is solved in minimal time. The idea then is to look for clues from the theoretical behaviour of the decomposition method.

The purpose of this paper is two-fold. We first investigate the necessary and sufficient conditions for convergence which requires less assumptions than Lin [6] and allows for a more general update rule. The next aim is to derive a relationship between the convergence rates and the choice of sub-problem solved. This ends up being formulated as a rate estimate for the speed of convergence of the decomposition method. We then demonstrate that strict convergence implies a linear rate which approaches unity from below. In the next section, we introduce several notations and definitions. Section III contains our analysis on convergence of the next section, we introduce several notations and definitions. Throughout, we let the subscript $p$ denote the selected working set while $s$ indicates variables that do not change i.e. static during the optimization step. The subscripts also indicate the size of the vectors and the matrices e.g. if $\alpha_p \in \mathbb{R}^m$ then $G_p \in \mathbb{R}^{m \times m}$. The notation $\alpha_p'$ denotes the augmented working set which includes the pseudo-Lagrangian $b$.

Now let the set $\mathcal{A}$ denote the $\sigma$-algebra of working sets i.e. it contains all possible combinations of working sets so that $\forall p$ we have $\alpha_p' \in \mathcal{A}$. The set of element indices we denote as $I(.)$ where for example the set of indices for $\alpha'$ is

$$I(\alpha') = \{1, 2, \ldots, n, n+1\}$$

Let $X$ be a Banach space equipped with the Euclidean distance metric i.e. $(X, \| \cdot \|_2)$. The $n+1$-dimensional closed ball on $X$, $B_X[\bar{x}, r]$ is defined as:

$$B_X[\bar{x}, r] = \{ x \in \mathbb{R}^{n+1} | \| x - \bar{x} \| \leq r \}$$

Let an arbitrary iteration step be $t$ where $t \in T \subset \mathbb{Z}^+$. It is known that the problem gradients must satisfy the Karush-Kuhn-Tucker (KKT) optimality conditions for the quadratic program to be solved [1], [9]. If $\mathbf{v}'$ denotes the optimal gradient then each individual gradient must satisfy the following KKT conditions

$$\bar{v}_i \leq 0 \quad \text{if } \alpha_i = C$$

$$\bar{v}_i \geq 0 \quad \text{if } \alpha_i = 0$$

$$\bar{v}_i = 0 \quad \text{if } 0 < \alpha_i < C$$

$$\bar{v}_b = 0$$

The Frobenius norm or Euclidean matrix norm is defined for a $m \times n$ matrix $H$ as

$$\|H\|_F = \sqrt{\sum_{i=1}^m \sum_{j=1}^n |H_{ij}|^2}$$

When $n = 1$ this becomes the standard $L^2$ norm for vectors also known as the Euclidean vector norm.

### III. The Convergence Behaviour of the Decomposition Method

In this section, we investigate the convergence properties of the gradient vector with the aim of arriving at a rate estimate that does not require the assumptions of Lin [6]. The first step is to remove any explicit dependence of the analysis on the type of update rule. Let $\mathcal{S}$ denote the set of mappings (or update rules) where for some $\alpha'_p \in \mathcal{A}$ and $t > 0$, we select a mapping $s(\alpha'_p) \in \mathcal{S}$ such that $s(\alpha'_p) : \mathbb{R}^{m+1} \rightarrow \mathbb{R}^{m+1}$. The set $\mathcal{S}$ could for example be the set of Newton directions, line search directions [9], [12] or the set of all normalized search directions [13]. In order to generalize this, we define instead the vector of differences

$$\Delta \alpha_p' = \alpha'_{p+1} - \alpha'_p$$

where the choice of mapping is implicitly implied via

$$\Delta \alpha_p' = s(\alpha'_p) \in \mathcal{S}$$
The decomposition method can then be viewed as the following law for all \( t > 0 \) and working set \( \alpha_p^t \)

\[
\alpha_i^{t+1} = \begin{cases} 
\alpha_i^t & \text{if } \alpha_i^t \notin \alpha_p^t \\
\alpha_i^t + s(\alpha_i^t) & \text{if } \alpha_i^t \in \alpha_p^t
\end{cases}
\]  

(8)

First we note from (4) the individual gradient through a Lagrangian multiplier \( \alpha_i \) is

\[
v_i = y_i \sum_{j=1}^{n} \alpha_j y_j K(x_i, x_j) + b y_i
\]  

(9)

The gradient of the pseudo-Lagrangian \( b \) is just

\[
v_b = \sum_{j=1}^{n} \alpha_j y_j
\]  

(10)

which is the equality constraint in (2).

We begin with two basic results. The first is trivial and is meant to show that the norm of the change in the vector of variables, \( \alpha' \in \mathbb{R}^{n+1} \) is the same as the norm of (7). The next result simplifies the notation and allows the analysis to be done in terms of dot products.

**Lemma 3.1:** Let \( \alpha_p^t \subseteq \mathbb{R}^m \) be an arbitrary working set updated at some time \( t > 0 \). Suppose that \( \alpha_i' \in \mathbb{R}^{m+1} \) is updated in accordance with the law (8) then for all \( \alpha_p^t \in \mathbb{R}^{m+1} \) and \( t > 0 \)

\[
\| \alpha_{t+1}^{\text{et}} - \alpha'^t \| = \| \Delta \alpha_p^t \|
\]

where the norm is taken to be the standard Euclidean norm.

**Proof:** The proof follows from direct calculation of the norm.

\[
\| \alpha_{t+1}^{\text{et}} - \alpha'^t \| = \left( \sum_{i=1}^{n+1} (\alpha_{t+1}^{\text{et}} - \alpha'^t) \right) \cdot (\alpha_{t+1}^{\text{et}} - \alpha'^t)
\]

\[
= \left( \sum_{i \notin I(\alpha_p^t)} (\alpha_{t+1}^{\text{et}} - \alpha'^t)^2 + \sum_{i \in I(\alpha_p^t)} (\alpha_{t+1}^{\text{et}} - \alpha'^t)^2 \right)
\]

\[
= \sum_{i \notin I(\alpha_p^t)} (\alpha_{t+1}^{\text{et}} - \alpha'^t)^2 = \| \Delta \alpha_p^t \|
\]

and the lemma is proved.

**Lemma 3.2:** Let \( \mathbf{v}' \) denote the gradient of the constrained quadratic problem defined as in (4) and let \( \mathbf{v}' \) denote the optimal gradient so that \( \mathbf{v}', \mathbf{v}' \in \mathbb{R}^{n+1} \). Denote further the problem Hessian as \( H \in \mathbb{R}^{(n+1) \times (n+1)} \) and \( \Delta \mathbf{v}' = \mathbf{v}' - \mathbf{v} \). For \( t > 0 \) and \( \alpha_p^t \in \mathbb{R}^m \)

\[
\| \mathbf{v}'^{t+1} - \mathbf{v}' \| \leq \gamma \| \mathbf{v}'^{t} - \mathbf{v}' \|
\]

where \( \gamma \geq 0 \) can be written in dot product form as

\[
\sqrt{\langle H' \Delta \alpha_p^t, H' \Delta \alpha_p^t \rangle + 2 \langle \Delta \mathbf{v}', H' \Delta \alpha_p^t \rangle + \langle \Delta \mathbf{v}', \Delta \mathbf{v}' \rangle} \leq \gamma \sqrt{\langle \Delta \mathbf{v}', \Delta \mathbf{v}' \rangle}
\]  

(11)

Here, the norm is the Euclidean norm and \( H' \) denotes the \( \mathbb{R}^{n+1 \times m+1} \) composite matrix defined as

\[
H' = \begin{bmatrix} H_p & \mathbf{0} \\
\mathbf{0} & H_p^T \end{bmatrix}
\]

**Proof:** The proof is through direct calculation. Using (4) we have

\[
\mathbf{v}'^{t+1} - \mathbf{v}' = \mathbf{v}'^{t+1} - \mathbf{v}'^{t} + \mathbf{v}'^{t} - \mathbf{v}'
\]

\[
= H \Delta \alpha' + \mathbf{v}'^{t} - \mathbf{v}'
\]

Let \( H_i \) denote the \( i^{\text{th}} \) row of the matrix \( H \). Then using the fact that \( \Delta \alpha'_i = 0 \) for \( i \notin I(\alpha_p^t) \) (the indice set is taken to mean the indice for the current working set \( \alpha_p^t \)) from Lemma 3.1, we compute the following

\[
\| \mathbf{v}'^{t+1} - \mathbf{v}' \|^2 = \| H \Delta \alpha' + \mathbf{v}'^{t} - \mathbf{v}' \|^2
\]

\[
= \sum_{i=1}^{n+1} (H_i \Delta \alpha'_i + \mathbf{v}'^{t} - \mathbf{v}'_i)^2
\]

\[
= \sum_{i=1}^{n+1} \left( \sum_{j \in I(\alpha_p^t)} H_{ij} \Delta \alpha'_j + \mathbf{v}'^{t} - \mathbf{v}'_i \right)^2
\]

\[
= \sum_{i=1}^{n+1} \left( \sum_{j \in I(\alpha_p^t)} H_{ij} \Delta \alpha'_j \right)^2 + \sum_{i=1}^{n+1} (\mathbf{v}'^{t} - \mathbf{v}'_i)^2
\]

\[
+ \sum_{i=1}^{n+1} \left( \mathbf{v}'^{t} - \mathbf{v}'_i \right) \sum_{j \in I(\alpha_p^t)} H_{ij} \Delta \alpha'_j
\]

Using this result, we can rewrite

\[
\| \mathbf{v}'^{t+1} - \mathbf{v}' \|^2 \leq \gamma^2 \| \mathbf{v}'^{t} - \mathbf{v}' \|^2
\]

as

\[
\langle H' \Delta \alpha_p^t, H' \Delta \alpha_p^t \rangle + 2 \langle \Delta \mathbf{v}', H' \Delta \alpha_p^t \rangle + \langle \Delta \mathbf{v}', \Delta \mathbf{v}' \rangle \leq 0
\]  

(12)

Then taking the square root and noting that \( \gamma > 0 \) we obtain the required result

\[
\sqrt{\langle H' \Delta \alpha_p^t, H' \Delta \alpha_p^t \rangle + 2 \langle \Delta \mathbf{v}', H' \Delta \alpha_p^t \rangle + \langle \Delta \mathbf{v}', \Delta \mathbf{v}' \rangle} \leq \gamma \sqrt{\langle \Delta \mathbf{v}', \Delta \mathbf{v}' \rangle}
\]

This completes the proof. 

Convergence of the gradient to the optimal point can be seen in Fig 1 where a desired trajectory of the gradient vector is depicted in Fig 1(b). We are interested in the condition that should be imposed on the working set, so that the gradient vector which starts in an area usually defined by a ball, \( B_X \) stays in \( B_X \) for all time \( t \) and converges strictly to the center of the ball. Strict in our sense means that at every iteration
step, the gradient vector is closer to the optimal gradient. The following lemma proposes a sufficient and necessary condition to this for to occur.

**Lemma 3.3:** Let \( \mathbf{v}' \) denote the gradient of the constrained quadratic problem defined as in (4) and \( \alpha' \) the corresponding variables of the problem. For an arbitrary working set, \( \alpha'_p \in A \), let \( \mathbf{H}' \) be the \( R^{n+1 \times m+1} \) composite matrix defined as

\[
\mathbf{H}' = \begin{bmatrix} \mathbf{H} & \mathbf{H}_s^T \end{bmatrix}
\]

Then the gradient vector \( \mathbf{v}' \) converges strictly at each iteration to \( \bar{\mathbf{v}} \) i.e.

\[
\|\mathbf{v}'_{t+1} - \bar{\mathbf{v}}\| \leq \gamma_t \|\mathbf{v}'_t - \bar{\mathbf{v}}\| \tag{13}
\]

where \( 0 < \gamma_t \leq 1 \) if and only if \( \forall i \in I(\alpha') \)

\[
-2 \leq \frac{\mathbf{H}_i' \Delta \alpha_p'}{\mathbf{v}'_i - \bar{\mathbf{v}}_i} \leq 0 \tag{14}
\]

**Proof:** Let us denote \( \Delta \mathbf{v}' = \mathbf{v}'_t - \bar{\mathbf{v}} \) for some \( t > 0 \). Then working with the square of (14) we have from Lemma 3.2 equation (12) written element wise as

\[
\sum_{i=1}^{n+1} \left( \mathbf{H}_i' \Delta \alpha_p' \right)^2 + 2 \Delta \mathbf{v}'_i \mathbf{H}_i' \Delta \alpha_p' + (1 - \gamma_t^2) \Delta \mathbf{v}'_i^2 \leq 0
\]

where \( \mathbf{H}_i' \) is the \( i \)th row of the matrix \( \mathbf{H}' \). Then for each summand of \( i \) we can generally write

\[
\left| \left( \mathbf{H}_i' \Delta \alpha_p' \right)^2 + 2 \Delta \mathbf{v}'_i \mathbf{H}_i' \Delta \alpha_p' + (1 - \gamma_t^2) \Delta \mathbf{v}'_i^2 \right| \geq 0 \tag{15}
\]

which indicates that we allow for the summand to be either positive or negative. For any \( t > 0 \), the summand is a standard quadratic with \( \Delta \mathbf{v}'_i \) being the \( i \)th element of the constant vector \( \Delta \mathbf{v}' \) and \( \mathbf{H}_i' \Delta \alpha_p' \) the variable dependant on the choice of working set \( \alpha'_p \). We are going to assume first that \( 0 \leq \gamma_t \leq 1 \) and show that this can only hold under condition (14). More over if condition (14) is not satisfied for some \( i \) then \( \gamma_t > 1 \). Using the standard quadratic formula, the roots of the equation are real otherwise the discriminant gives

\[
4 \Delta \mathbf{v}'_i^2 - 4(1 - \gamma_t^2) \Delta \mathbf{v}'_i^2 < 0
\]

\[
\Rightarrow \Delta \mathbf{v}'_i < 0
\]

Then applying the quadratic formula to (15) we get

\[
\mathbf{H}'_i \Delta \alpha_p' = -2 \Delta \mathbf{v}'_i \pm \sqrt{4 \Delta \mathbf{v}'_i^2 - 4 \Delta \mathbf{v}'_i^2}
\]

and obtain the factorized form

\[
\left| \left( \mathbf{H}'_i \Delta \alpha_p' + (1 + \gamma_t) \Delta \mathbf{v}'_i \right) \right| \left( \mathbf{H}'_i \Delta \alpha_p' + (1 - \gamma_t) \Delta \mathbf{v}'_i \right) \geq 0
\]

We now check the four possible situations that arise. Suppose that

\[
\left( \mathbf{H}'_i \Delta \alpha_p' + (1 + \gamma_t) \Delta \mathbf{v}'_i \right) \left( \mathbf{H}'_i \Delta \alpha_p' + (1 - \gamma_t) \Delta \mathbf{v}'_i \right) \geq 0
\]

which gives the following inequalities for each factor

**Case 1:**

\[
\frac{\mathbf{H}'_i \Delta \alpha_p'}{\Delta \mathbf{v}'_i} \geq - (1 + \gamma_t) \quad \frac{\mathbf{H}'_i \Delta \alpha_p'}{\Delta \mathbf{v}'_i} \leq (1 - \gamma_t)
\]

which is possible only for \( \gamma_t = 0 \). It then follows that we must have \( \frac{\mathbf{H}'_i \Delta \alpha_p'}{\Delta \mathbf{v}'_i} = -1 \) for this to hold.

**Case 2:**

\[
\frac{\mathbf{H}'_i \Delta \alpha_p'}{\Delta \mathbf{v}'_i} \leq - (1 + \gamma_t) \quad \frac{\mathbf{H}'_i \Delta \alpha_p'}{\Delta \mathbf{v}'_i} \leq (1 - \gamma_t)
\]

which again is only possible if \( \gamma_t = 0 \) and we have the same result as in Case 1. Now if instead we have

\[
\left( \mathbf{H}'_i \Delta \alpha_p' + (1 + \gamma_t) \Delta \mathbf{v}'_i \right) \left( \mathbf{H}'_i \Delta \alpha_p' + (1 - \gamma_t) \Delta \mathbf{v}'_i \right) \leq 0
\]

then

**Case 3:**

\[
\frac{\mathbf{H}'_i \Delta \alpha_p'}{\Delta \mathbf{v}'_i} \geq - (1 + \gamma_t) \quad \frac{\mathbf{H}'_i \Delta \alpha_p'}{\Delta \mathbf{v}'_i} \leq (1 - \gamma_t)
\]

or

\[
- (1 + \gamma_t) \leq \frac{\mathbf{H}'_i \Delta \alpha_p'}{\Delta \mathbf{v}'_i} \leq (1 - \gamma_t)
\]
In this case, having $0 \leq \gamma_t \leq 1$ implies that
\[-2 \leq \frac{H_i'\Delta \alpha_p'}{\Delta v_i'} \leq 0\]

**Case 4:**
\[
\frac{H_i'\Delta \alpha_p'}{\Delta v_i'} \leq -(1 + \gamma_t) \quad \frac{H_i'\Delta \alpha_p'}{\Delta v_i'} \geq -(1 - \gamma_t)
\]
or
\[-(1 - \gamma_t) \leq \frac{H_i'\Delta \alpha_p'}{\Delta v_i'} \leq -(1 + \gamma_t)
\]
The inequality itself holds only if $\gamma_t = 0$ and like cases 1-2, this means that $H_i'\Delta \alpha_p' = 0$. Combining the results, we deduce then that for all $i$
\[-2 \leq \frac{H_i'\Delta \alpha_p'}{\Delta v_i'} \leq 0\]
is sufficient for us to ensure $0 \leq \gamma_t \leq 1$. Now to show that it is also necessary, note that cases 1-4 mean that for (13) and $0 < \gamma_t \leq 1$ to hold simultaneously requires that for every $i$
\[(H_i'\Delta \alpha_p')^2 + 2\Delta v_i' H_i'\Delta \alpha_p' + (1 - \gamma_t^2)\Delta v_i'^2 < 0\]
otherwise, we have the case of $\gamma_t = 0$ which implies possible convergence. Suppose for some $i$, we have instead
\[
\frac{H_i'\Delta \alpha_p'}{\Delta v_i'} > 0 \quad \text{or} \quad \frac{H_i'\Delta \alpha_p'}{\Delta v_i'} < -2
\]
then
\[
\gamma_t^2 < 1 + \frac{(H_i'\Delta \alpha_p')^2}{\Delta v_i'^2} + 2 \frac{H_i'\Delta \alpha_p'}{\Delta v_i'}\]
which contradicts our requirement $0 \leq \gamma_t \leq 1$. This completes the proof.

We note that the result above assumes nothing about the condition on the Hessian matrix, $H$ nor the sequence of working sets. However, if the working sets are selected according to the condition (14) then we are assured of strict linear convergence. This is the essence of the following corollary which demonstrates that if the condition holds for all time $t$, we have a strict norm contraction on a neighbourhood defined by a ball, $B_X$.

**Corollary 3.1:** Assume that for all $t \in T$ that we select $\alpha^*_p \in A$ and update it according to (8) such that condition (14) holds. Then
\[
\|v^{t+1} - \bar{v}\| \leq C_t\|v^0 - \bar{v}\| \quad (16)
\]
where $\forall t > 0$ we have $0 \leq C_t \leq 1$. More over, if the gradient $v'$ starts initially in some neighbourhood, $B_X$ then it remains in $B_X$ for all $t$.

**Proof:** We make use of Lemma 3.3 and induction. Condition (14) allows us to write at $t = 1$,
\[
\|v^1 - \bar{v}\| \leq \gamma_0\|v^0 - \bar{v}\| \quad (17)
\]
where $0 \leq \gamma_0 \leq 1$. This can also be equivalently written as
\[
\gamma_0 = \frac{1}{k_0} \quad \text{for some } k_0 \geq 1.
\]
Hence we can now write (17) as
\[
\|v^1 - \bar{v}\| \leq \frac{1}{k_0}\|v^0 - \bar{v}\|
\]
Following similarly, we deduce at $t = t' + 1$
\[
\|v^{t'+1} - \bar{v}\| \leq \frac{1}{k_{t'}}\|v^{t'} - \bar{v}\|
\]
\[
\leq \prod_{i=0}^{t'} \frac{1}{k_i}\|v^0 - \bar{v}\|
\]
\[
= C_{t'}\|v^0 - \bar{v}\|
\]
Since $\forall i$ we had $k_i \geq 1$, then it can be seen that $0 \leq C_{t'} \leq 1$. The final statement of the corollary holds trivially by defining $B_X$ as
\[
B_X[v^i, r] = \{v' \in \mathbb{R}^{n+1} | \|v' - \bar{v}\| \leq \|v^0 - \bar{v}\|\}
\]
and the proof is complete.

We now provide the main result of this work, that is an initial convergence rate estimate under the previous condition. The difference between this result and standard rate estimates is that it is time dependant.

**Lemma 3.4:** Let $v'$ denote the gradient of the constrained quadratic problem defined as in (4) and $\alpha'$ the corresponding variables of the problem. Let $\alpha_p' \in A$ and $H'$ be the corresponding $\mathbb{R}^{n+1 \times m+1}$ composite matrix defined as in Lemma 3.3. Assume that for all $t > 0$ and all $i \in I(\alpha')$ we have
\[
\|\alpha_i^{t+1} - \overline{\alpha}_i\| \leq k\|\alpha_i^{t} - \overline{\alpha}_i\| \quad (18)
\]
where $k > 0$ and $\overline{\alpha}_i$ are the optimal values of the multipliers respectively. Then if $\forall i$ and $\forall t > 0$ condition (14) holds and $k \to \infty$ we have
\[
\|v^{t+1} - \bar{v}\| \leq \gamma_t\|v^t - \bar{v}\|
\]
where
\[
\gamma_t \geq 1 - \max_{\alpha^*_p \in A} \left| \frac{H_i'\Delta \alpha_p'}{\Delta v_i'} \right| \quad (19)
\]
Furthermore,
\[
\lim_{t \to \infty} \gamma_t = 1 \quad (20)
\]
with $\gamma_t \to 1$ monotonically from below as $t \to \infty$.

**Proof:** First note that if $\gamma_t = 0$ then $v^t = \bar{v}$ and the problem is solved. So we consider the case which gives $0 < \gamma_t \leq 1$. From the proof of Lemma 3.3, one sees that this applies for Case 3 where the condition can be rewritten in terms of $\gamma_t$ as
\[
\gamma_t \geq \left( 1 + \frac{H_i'\Delta \alpha_p'}{\Delta v_i'} \right) \gamma_t \geq 1 + \frac{H_i'\Delta \alpha_p'}{\Delta v_i'}
\]
which can be simplified to
\[ \gamma_i \geq 1 + \left| \frac{H'_i \Delta \alpha'_p}{\Delta v'_i} \right| \]
for all \( i \in I(\alpha') \). Then we deduce that
\[ \gamma_i \geq 1 + \left| \frac{H'_i \Delta \alpha'_p}{\Delta v'_i} \right| \geq 1 - \max_{\alpha'_p \in A} \left| \frac{H'_i \Delta \alpha'_p}{\Delta v'_i} \right| \]
This proves (19). Now using (4), Lemma 2.1 and Lemma 3.1 we get
\[
\max_{\alpha'_p \in A} \left| \frac{H'_i \Delta \alpha'_p}{\Delta v'_i} \right| = \max_{\alpha'_p \in A} \left| \frac{1}{v'_i - v_i} \right| = \left| \frac{1}{v'_i - v_i} \right|
\leq \max_{\alpha'_p \in A} \left| \frac{H'_i \Delta \alpha'_p}{\Delta v'_i} \right|
\leq \left| \frac{1}{v'_i - v_i} \right|
\]
Then (18) and \( k \to \infty \) implies further
\[
\lim_{t \to \infty} \max_{\alpha'_p \in A} \left| \frac{H'_i \Delta \alpha'_p}{\Delta v'_i} \right| = \left| \frac{1}{k} \right| = 0
\]
and finally taking limits of (21) we get
\[
\lim_{t \to \infty} \gamma_i \geq 1 - \lim_{t \to \infty} \max_{\alpha'_p \in A} \left| \frac{H'_i \Delta \alpha'_p}{\Delta v'_i} \right| \geq 1\]
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