Plasmonic mid-infrared filter array-detector array chemical classifier based on machine learning
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ABSTRACT

Numerous applications exist for chemical detection, ranging from the industrial production of chemicals to pharmaceutical manufacturing, environmental monitoring and hazardous risk control. For many applications, infrared absorption spectroscopy is the favored technique, due to attributes that include short response time, high specificity, minimal drift, in-situ operation, negligible sample disruption, and reliability. The workhorse instrument for infrared absorption is the Fourier transform infrared (FTIR) spectrometer. While such systems are suitable for many purposes, new applications would be enabled by small, lightweight, low power and low cost infrared microspectrometers. Here we perform a detailed study on a microspectrometer chemical classifier comprising an array of plasmonic mid-infrared spectral filters used with a photodetector array, whose outputs are analyzed by a machine learning algorithm. We conduct
simulations (including noise), demonstrating the identification of six gas-phase and six liquid-phase chemicals. We study the performance of our method at detecting the concentration of acetylene.
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INTRODUCTION

Many applications exist for the identification of materials via their mid-infrared (MIR) fingerprints. Examples include biosensing, the detection of hazardous chemicals in industrial plants and environmental monitoring. At the time of writing, the traditional platform for MIR spectroscopy is the Fourier transform infrared (FTIR) spectrometer. Such systems achieve high resolution and are suitable for many purposes. However, applications exist for which the size, weight and cost of conventional FTIR spectrometers are prohibitive and for which only modest resolution is needed. This motivates the development of miniaturized infrared microspectrometers. Much of previous work on miniaturized microspectrometers has concerned the visible to near-infrared wavelength range, with integrated systems that use complementary metal oxide semiconductor (CMOS) and related technologies having been demonstrated.(1, 2, 3, 4, 5) For the MIR, a variety of microspectrometer approaches that have been explored. IR microspectrometers based on micro-electro-mechanical systems (MEMS) have included voltage-tunable Fabry-Pérot (FP) filters,(6, 7, 8) scanning mirrors,(9) and tunable metamaterials.(10) While these have been shown to be effective, sophisticated multi-step fabrication processes are needed. MIR spectrometers based on silicon photonics have included those employing III-V integration (11) and other approaches such as suspended micro-ring resonators.(12) While impressive results have been obtained, these works also require advanced fabrication methods.(11, 12) In addition, for Ref(12), spectrometer read-out requires a tunable laser. MIR spectrometers based on what is sometimes termed the filter array – detector array (FADA) configuration have been shown.(13, 14, 15, 16, 17, 18, 19, 20) In a FADA microspectrometer, an array of spectral filters is integrated with an array of detectors.
15, 16, 17, 18, 19, 20, 21, 22, 23, 24) Compared to the aforementioned approaches to MIR spectrometers, the FADA method offers several benefits. First, at the time of writing, infrared detector arrays have become available at low cost, being developed for thermal imaging applications for the consumer market. One may therefore realize a FADA microspectrometer by adding a filter array to such a detector array. Second, the fabrication process needed for a FADA device is relatively simple. Third, FADA spectrometers have no moving parts. They are therefore robust and do not require the dedicated electronic driving circuits needed for electrostatic actuators. For these reasons, in this paper we consider MIR microspectrometers based on the FADA approach. Linear variable filters (LVF(13, 14, 15, 16)) and plasmonic (18, 19, 20) filters have been used in studies of MIR FADA microspectrometers. Here, we study a FADA system based on plasmonic filters. This is motivated by the fact that they can be made relatively easily by the lift-off process and can span a wide operating range from the visible to the mid-IR.(18, 25, 26, 27, 28, 29, 30, 31, 32, 33) We note nonetheless that our approach could also be used with FADA microspectrometers based on LVF devices.

A traditional approach to chemical detection/identification consists of measuring the infrared absorption spectrum (of the material under question) and matching it with a database containing the spectra of different chemicals. While this approach generally works well for most purposes, for applications for which the use of a high-resolution spectrometer is infeasible, other methods can be considered. Here we use machine learning (ML) to directly analyze the microspectrometer outputs and determine the chemical species (and/or concentration), without the intermediate step of finding the infrared absorption spectrum. ML enables the exploitation of latent data structures and facilitates the classification of highly nonlinear data, and there has thus been much interest recently on its use for photonics.(34) ML algorithms have been used for super-resolution imaging,(35, 36) for the inverse design of metasurfaces by predicting optical spectra,(37, 38, 39) for metasurface microwave imaging(40, 41) and in a gas-sensing electronic nose.(42, 43) ML algorithms have also been used for computational spectroscopy at visible wavelengths(3, 4, 5, 22) and in the infrared.(18, 19, 20, 44) To the best of our knowledge, this work
represents the first time that ML has been investigated for chemical identification/quantification with infrared microspectrometers. Here, we present a thorough numerical study on chemical detection and quantification with an infrared microspectrometer consisting of plasmonic metasurface spectral filters used with an array of detectors. We term this configuration a filter-array detector-array (FADA) spectrometer. The filters are band-stop and band-pass designs that cover the mid-infrared (IR) band. Infrared metasurfaces have been shown to present exciting opportunities for molecular and bio-sensing (45, 46, 47, 48, 49). In those works, the biomolecules were adsorbed onto the metasurfaces. By contrast, in our method, the chemicals to be detected/quantified do not need to adsorb onto the metasurface, meaning that the latter can be re-used. Our work is motivated in part by the recent emergence of small, lightweight (<1 g), low-cost and low-power MIR thermal imaging cameras. These devices could be used as the detector in our proposed FADA spectrometer. To investigate this approach, the responsivity spectrum of the detector array used in our numerical model is chosen to be that of a specific uncooled thermal camera which is available on the consumer electronics market at the time of writing. We conduct simulations that demonstrate material identification by readout of the detector array using support vector machine (SVM) classifiers. We study the performance of our approach in determining the concentration (to nearest order of magnitude) of acetylene gas down to 10 ppm. We discuss the selection of the most suitable ML algorithm, the training of ML classifiers and our approach for performance evaluation of the trained ML models. We conclude this paper with a summary of key findings and a brief discussion of future work.

NUMERICAL MODEL

In this work we model the use of a filter array detector array (FADA) microspectrometer to identify and quantify (i.e. determine concentration range) of a variety of gas- and liquid-phase chemicals based on their IR absorption spectra. The FADA microspectrometer is schematically depicted in Figure 1a. This platform integrates a plasmonic filter array with a detector array. Light from an infrared light source
illuminates the analyte, i.e. the chemical to be detected, with the transmitted light illuminating the device. The spectrum of light impinging upon each detector pixel is thus the product of the source spectrum, the analyte transmission spectrum and the transmission spectrum of the corresponding element of the plasmonic filter array. We simulate the collection of training data in which different chemicals at a variety of concentrations are present and the detector outputs are sampled. We then simulate the identification/quantification of various chemicals, using this training data and a ML classification model. Our numerical model includes noise, with the assumed signal to noise ratio (SNR) ranging from 10 to 200. As discussed, to make the model as representative as possible of how it could be implemented in practice, we take the responsivity spectrum of the detector array to be that of a specific uncooled thermal camera that is available on the consumer market at the time of writing, the FLIR Lepton (FLIR Systems, Inc.). This uses a microbolometer array and has responsivity over the wavelength range 6 to 14 µm. We choose to model a system with a relatively modest number of filters (40), which would be readily achievable with the FLIR Lepton which has 4800 (80×60) pixels.

**Figure 1.** (a) Filter array detector array (FADA) system schematic. (1) Light from IR source (not shown) is filtered by analyte (liquid/gas chemical to be identified or quantified) placed in optical path. (2) Transmitted light is filtered by plasmonic filter array which contains bandpass and bandstop mid-IR filters. (3) Detectors convert optical power into electrical signals. (b) Schematic illustration of unit cell structure of (i) Bandpass filter and (ii) bandstop filter.

We next describe our plasmonic filter array. Undoped silicon is chosen as the substrate for the plasmonic filter arrays because it has high transmittance in the wavelength range of interest (6 to 14 µm) and is
readily available at low cost. Aluminum is chosen as the plasmonic material, due to its low cost, CMOS fabrication process compatibility and chemical inertness, a consequence of its self-passivated surface. The filters may be divided into two categories: bandpass filters (square arrays of rectangular coaxial apertures in the aluminum film) and bandstop filters (square arrays of rectangular aluminum rings). Unit cells of the two filter types are shown in Figure 1b. The geometric parameters $p, h, l_1, l_2$ (Figure 1b) determine the resonances of these structures. The period $p$ strongly influences the center wavelengths of the passbands and stopbands of the transmittance spectra, with the other parameters modifying the widths of these bands. By appropriate choice of these parameters, therefore, the bandpass and bandstop features can be tuned across the wavelength range over which the detector we model (FLIR Lepton) is responsive ($\lambda = 6$ to $14 \mu m$). Finite difference time domain (FDTD) simulations of the filters are presented as Figure 2a. The complex refractive indices of Si and Al are taken from references [(50, 51)]. It can be seen that both the bandstop and bandpass filters have relatively broad full width at half maximum (FWHM) values. Within each filter class, the correlations between filters are higher than desired. This motivates our use of two filter types as this reduces the correlations. An analysis of filter correlations can be found in the Supporting Information (see Figure S1). In Figure 2a, the transmission spectra are plotted against array period $p$. The other geometric parameters of the filters are as given in Table 1. The transmission bandstop (notch) and bandpass features both shift to longer wavelengths with array period. The fabrication of the plasmonic filter array could be realized using standard microfabrication processes, i.e. lithography, physical vapor deposition (PVD) and liftoff. Two PVD steps would be needed, as the bandpass and bandstop filters use different Al thickness. A discussion on the choice of the thickness of the aluminum layer is included in Supporting Information (see Figure S2). A process that could be used to fabricate the device is shown as Figure S3. From Figure 2a, it can be seen that the FWHMs of the bandpass filters range from 2.3 to 3.9 $\mu m$. For the bandstop filters, the FWHMs range from 1.8 to 2.5 $\mu m$. The peak transmission of the bandpass filters ranges from 0.545 to 0.565. The minimum transmission of the bandstop (notch) filters is as low as 0.004 over the wavelength range considered (6-14 $\mu m$). In Figure 2b, we plot the product of the filter transmission spectra with the responsivity spectrum of the thermal image.
sensor assumed in this work (FLIR Lepton). The responsivity spectrum is from the manufacturer’s datasheet and is also provided as Figure S4.

Table 1. Filter Geometric Parameters

<table>
<thead>
<tr>
<th></th>
<th>$l_1$</th>
<th>$l_2$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandpass</td>
<td>0.6$p$</td>
<td>0.4$p$</td>
<td>140 nm</td>
</tr>
<tr>
<td>Bandstop</td>
<td>0.5$p$</td>
<td>0.3$p$</td>
<td>50 nm</td>
</tr>
</tbody>
</table>

We next describe how the chemical analytes are modelled. This is both for the simulations that model the ML training step as well as those that test the chemical detection/quantification capabilities. We use 12 analyte spectra, calculated using the absorption cross section spectra provided in References [(52, 53, 54, 55)]. To simplify the notation, we introduce the term normalized molarity, defined as the molarity (molar concentration) divided by the molarity of the analyte when in pure form, expressed as a percentage. For example, the molarity of pure chloroform (measured at one atmosphere and at a temperature of 298 K) is 12.5 M. If a diluted chloroform sample has a molarity of 1.25 M, then its normalized molarity is 10%.

The transmission spectra of the analytes we consider at normalized molarities of 10% and 100% are shown as Figure 2c. For the liquids considered, the path length is taken as 0.01 cm. For the gases, the path length is taken to be 10 cm. These path lengths are chosen based on values typical in liquid/gas cells. Diluents that would be suitable for experimental measurements include nitrogen (for the gases) and CS$_2$ (for the liquids). These have negligible absorption in the wavelength range we consider. We assume that experiments would be conducted at room temperature (298 K). For the gas experiments, atmospheric pressure (1 atm) is assumed. The IR light source is taken as blackbody radiation at 373.15K, with the spectrum shown as Figure S5.
Figure 2. Generation of machine learning training data. (a) Simulated transmittance spectra $T_{f_k}$ of bandpass and bandstop filters. (b) Product of simulated transmission spectra ($T_{f_k}$) with detector responsivity ($R_d$), i.e. $R_d T_{f_k}$. Filters used in FADA spectrometer model have periods ranging from 2.08 to 3.60 μm, in steps of 80 nm. (c) Transmittance spectra $T_A$ of 12 selected liquid and gas analytes with normalized molarities of 10% (lighter curves) and 100% (darker curves). (d) Schematic illustration of conversion from raw noisy readout data $O_k$ to machine learning training data $\tilde{O}_k$. Error bar plot of normalized FADA readout $\tilde{O}_k$. This example is based on mean and standard deviation of twenty simulated measurements of neat acetone.

We next describe the model used to determine the FADA readout, i.e. detector signals that would be recorded by the system. The raw output of each FADA channel can be modeled as follows,

$$O_k = n_k + \int_{\lambda_1}^{\lambda_2} I_s \cdot T_A \cdot R_d \cdot T_{f_k} d\lambda$$

(1)

where $I_s$ is the power spectrum of the infrared light source, $T_A$ is the analyte transmittance, $R_d$ is the responsivity of the detector, and $O_k, n_k, T_{f_k}$ are the raw readout, total noise and transmittance of the $k^{th}$ filter element, respectively. $R_d$ is taken from the Lepton datasheet specification (56) and is shown as
Figure S4. The product of $R_d$ and $T_{f_k}$, i.e. the combined responsivity of the $k^{th}$ plasmonic filter and the $k^{th}$ detector of the array, is shown in Figure 2b. As aforementioned, the total number of FADA elements is 40. We choose this to consist of 20 bandpass and 20 bandstop filters. The transmittance spectra of the 40 filters are as shown in Figure S6. To mitigate against the deleterious effects of changes in the source spectrum and in the camera responsivity spectrum that could occur in practice (i.e. in experiments), it would be advantageous for the raw readout to be normalized using a reference output. We do so here, to model what one would do in practice as closely as possible. The reference output is recorded when there is no analyte present in the optical path length (i.e. void):

$$O_{k_0} = n_{k_0} + \int_{\lambda_1}^{\lambda_2} I_s \cdot R_d \cdot T_{f_k} d\lambda, \quad k = 1, 2, 3, ..., 40$$

(2)

where $n_{k_0}$ is the total noise when recording the reference readout frame.

The normalized readout $\bar{O}_k$ is defined as:

$$\bar{O}_k = \frac{O_k}{O_{k_0}}$$

(3)

To ensure that our model is realistic, we include noise that is assumed to be Gaussian. To understand how system performance varies with noise, we vary the latter so that the signal-to-noise ratio (SNR) ranges from 10 to 200. We investigate how system performance varies with the use of averaging of multiple data sets. This is referred to as “frame averaging” (FA). The normalized value $\bar{O}_k$ of each frame-averaged data set is given by the following expression,

$$\bar{O}_k = \frac{\langle O_k \rangle}{\langle O_{k_0} \rangle}, k = 1, 2, 3, ..., 40$$

(4)

where $\langle O_k \rangle, \langle O_{k_0} \rangle$ are the frame averaged versions of the $O_k, O_{k_0}$. This process is schematically illustrated in Figure 2d.

The numerical model described above is used to generate data for training ML classifiers. Since the same kind of analyte at different molarities produces different readout $\bar{O}_k$ patterns, we construct the library of spectra so that it contains all twelve analytes at different molarities. This is motivated by our
desire to improve identification accuracy. These include normalized molarities varied in steps of one order of magnitude, e.g. 1, 0.1, 0.01. These spectra are calculated from the absorption cross section spectra using the Beer-Lambert law. In Figure 3a, we show such spectra for the examples of CHCl$_3$ and SO$_2$. From the spectra, we use equation 4 to calculate the corresponding normalized readout library for the SNR value that is assumed. The process is stochastic. The process thus needs to be repeated multiple times so that the results are statistically meaningful. To do so, we generate 20 readouts of a single analyte at a specific normalized molarity level. This is illustrated in Figure 3b-c where FADA readouts of two analytes at three molarity levels are presented in error bar plots. Note that ten frames are averaged for each readout. The reduction in size of the error bars after frame averaging (FA) clearly indicates the benefits of the latter. At this point, however, in our library of spectra the normalized molarities vary in large increments. To address this, we use interpolation to estimate spectra at intermediate molarity values. Our method is validated by a simulated identification accuracy test. We discuss this in detail later in the paper.
Figure 3. Example of training data using different analytes with different molar concentrations under influence of noise. (a) Transmittance spectra of CHCl₃ and SO₂ at three different normalized molarity levels of 100%, 10% and 1%. (b)-(d) Normalized readout of FADA device for two chemicals (CHCl₃ and SO₂) at three molarity levels before and after frame averaging (FA, ten frames). Model includes noise, with signal to noise ratio (SNR) assumed to be 20. Error bar plots represent mean and standard deviation of readout values. FA significantly reduces the readout variance.

We plan to experimentally demonstrate this concept based on this model in the future. We anticipate that our interpolation method will also be beneficial for the experimental realization of this concept, reducing the number of analyte concentrations at which the system must be characterized. We hereafter use the term “fully simulated readout” to refer those generated using Eqns (1-4) as described above. We use “interpolated readout” to refer to the data sets produced by interpolation. The fully simulated and interpolated readouts are combined to form the training data for ML classifiers. The step-by-step process for training preparation and an example of a training data table are schematically illustrated as Figure S7.
In this section, we describe our machine learning (ML) approach and results. The FADA microspectrometer concept we investigate generates a collection of observations (readout data), with our goal being to identify to which analyte each observation belongs. This is a classification problem and can be solved using a variety of machine learning algorithms, such as k-nearest neighbors, decision tree, discriminant analysis classifier, neural network classifier, and support vector machines. We investigate the aforementioned algorithms and find that support vector machines (SVMs) provide the highest accuracy for the chemical identification problem (see Table S1). We therefore use it in the remainder of this study. During the training of its classifier, an SVM model takes points in multidimensional space and outputs the hyperplanes that best separate the point clusters. When given new (i.e. non-training) data, the SVM classifies it by comparing its location in multidimensional space with the hyperplanes (found in the training step). The SVM method is commonly used for binary classification applications. However, the chemical identification task we consider is a multiclass classification problem. We therefore transform it into a set of binary classification problems so that the SVM method can be applied. In such a multiclass classification scenario, the SVM method is usually combined with an error correcting output code (ECOC) algorithm to improve accuracy. In this work, we do so.

We feed the collected readout data to the SVM algorithm to train a classification model that identifies which chemical is present. We also train a classification model that determines the concentration of a specific analyte. To illustrate the method, in Figure 4a, we provide an example in which this approach is used to classify the simulated measured analyte into one of six classes. These comprise five different chemicals (acetone, ethanol, acetic acid, toluene, and chloroform) and the case where no chemical is present. We hereafter use “void” to refer to the latter. Each analyte is sampled five times at each molarity level (0.001, 0.1 and 1). Note that details on how data preparation is performed for the results shown as Figure 3 and Figure 4 are included in the Supporting Information. Note that we limit the number
of concentration levels in this example to make the results easier to interpret. We assume that the signal
to noise ratio (SNR) of each simulated measured frame is 10, which should be readily achievable. We
assume that 81 frames are used in the frame averaging (FA) process, which would comprise three seconds
of data at the frame rate (27 fps) at which the sensor assumed in this work (FLIR Lepton) operates.
Principal component analysis (PCA) is applied to reduce data dimensionality from the 40 dimensions of
the raw data that arise from the 40 outputs. This enables us to plot the data in a lower dimensional space
in Figure 4a by maximizing the variance of each dimension.(64) The PCA analysis shows that, for this
example, most of the data variance is in the first two (99.2% explained variance) or first three (99.6%
explained variance) principal components (PCs). We can thus visualize the data in two (Figure 4a(i)) or
three (Figure 4a(ii)) dimensional space. K-fold cross validation is often used to evaluate the performance
or to estimate the skill of machine learning classification models on unseen data.(65) The parameter K
refers to the number of groups that the (shuffled) training data is split into. One group at a time is held out
for testing using a classifier trained by the remaining (K-1) groups. This process is repeated for K times
to calculate the overall accuracy which is defined as the quotient of the number of correct classifications
to the number of training data sets. Here we train two 10-fold cross validated classifiers using the first
two or three PCs and evaluate the results. The SVM kernel for this model is cubic polynomial. In Figure
4a, each cluster consists of five data points and corresponds to a certain analyte at a certain concentration.
The trajectory followed by the clusters as concentration is reduced leads to the ‘void’ class, which is to
be expected as this represents a concentration of zero. The spatial extent of each cluster in the 2D
representation of Figure 4a indicates the impact of noise. In Figure 4a(i), we use color to denote to which
analyte each location in 2D PCA-space would be classified to. The boundaries of adjacent colored
shadings in Figure 4a(i) thus represent decision boundaries. Similarly, the SVM hyperplanes are shown
as colored surfaces in Figure 4a(ii). It can be seen that at the higher concentration levels, the classifier
trained with two PCs works well, with the different chemicals correctly identified and the clusters being
well contained in the appropriate regions. At the lowest concentration considered, the clusters are usually
in the correct regions i.e. the chemicals are correctly identified. Sometimes however they are not, i.e. the
chemical is misidentified as being another chemical or as being void (no chemical present). The 10- fold cross validation accuracy of this classifier is 95.45%. That this is not 100% is due to the fact that, when the analyte concentration is low, the clusters are located closer to the ‘void’ class and some data points are in the void region, meaning that the analyte is misidentified. For the classifier trained with three PCs, the cross-validation prediction accuracy increases to 98.18%. While the explained variance of this additional PC is very small (PC1 & PC2 99.2%, PC3 0.4%), it is essential for the model to correctly classify analytes at low concentrations. In other words, PC3 provides information that allows the classifier to more precisely find the hyperplane that can separates the analyte clusters from the ‘void’ clusters.

We next explore a more complicated scenario in which we include seven classes and 20 simulated measurements per condition. We train one classifier for the liquid analyte group and another for the gas analyte group. We adopt the same values for the SNR (10) and FA conditions (81 frames) as before. We find both classifiers have cross-validation accuracies greater than 95%. For the liquid analyte classifier, we consider six chemicals (chloroform, acetone, acetic acid, ethanol, hexane, and toluene) and the “void” class (i.e. no chemical present). For the gas classifier, we consider six chemicals (C2H2, C2H4, C2H6, NH3, O3, and SO2) and the “void” class. We try different kernel functions for SVM. We find that the Gaussian SVM kernel function has the greatest accuracy for the liquid analytes while the cubic polynomial kernel function has the greatest accuracy for the gas analytes. We thus employ these techniques.

To quantify the performance of our approach, we present the results in the form of confusion matrices as Figure 4b and Figure 4c. The 10-fold cross-validation accuracy values are 98.69% and 95.34% for liquid and gas analytes, respectively. The true positive (TP) and false negative (FN) rates of each analyte are listed on the right of the confusion matrix. The fact that the gases are identified with lower accuracy on average than the liquid is largely due to the results for ethane. The absorption cross section for ethane in the wavelength range considered is smaller than for the other gases, making it more difficult for the classifier to distinguish it from void when in low molarity. Information on how the performance of this approach varies with SNR and FA is provided in the Supporting Information (see Figure S8). At high SNR and FA, high performance can be achieved.
It might be helpful for some applications to know whether or not certain gases (or liquids) are present, for the case that the possible gas (or liquid) concentration spans a wide range. We therefore test our model is this scenario. We generate 1000 data points for the gases, with the gas species (i.e. C\textsubscript{2}H\textsubscript{2}, C\textsubscript{2}H\textsubscript{4}, C\textsubscript{2}H\textsubscript{6}, NH\textsubscript{3}, O\textsubscript{3}, or SO\textsubscript{2}) and normalized molarity (between 0.001 and 1) being chosen randomly. We also generate 1000 data points for the liquids, with the species (i.e. chloroform, acetone, acetic acid, ethanol, hexane or toluene) and normalized molarity (between 0.01 and 1) again chosen randomly. We assume that the SNR and FA number are the same as those used in the training (i.e. 10 and 81, respectively). We use our classification model trained with the entire training data to estimate the gas species for each data point. This is also done for the liquid data points. For gas identification, the model identifies the gas correctly 942 times (out of 1000). For liquid identification, correct identification occurs 980 times (out of 1000). As one might expect, the misclassified data points are usually those corresponding to analytes at low concentrations.

The high accuracy of the model confirmed by these results confirms the efficacy of the interpolation process we use for preparing the training data. As discussed, we generate data for analytes at a few different molarities using Eqns (1-4) and use interpolation to predict the results at other molarities. The trained classifier model is nonetheless shown to be able to identify analytes with any concentration in the detection range.
Figure 4. Classification results. (a) Visualization of classification results for five analytes, with SNR of 10 and an 81-frame averaging process. Data projected into (i) space of first two principal component (99.2% explained variance) and (ii) space of first three principal components (99.6% explained variance). Colored regions in panel (i) represent class into which chemical is classified. Colored planes in panel (ii) denote hyperplanes separating different analytes. Inset shows zoom-in of low concentration/void region, with misclassified data points indicated by additional black dot. (b) Confusion matrix for liquid analyte classification results. (c) Confusion matrix for gas analyte classification results.

We next show that our proposed system can determine the concentration level of a known analyte. By “concentration level”, we mean the concentration to within one order of magnitude. We train the SVM classifier by assigning the correct concentration level to each data point. Here we demonstrate the concentration level detection of acetylene (C$_2$H$_2$) for different choices of SNR and FA number. Six class labels are assigned, comprising $10^1$ to $10^2$ ppm, $10^2$ to $10^3$ ppm, $10^3$ to $10^4$ ppm, $10^4$ to $10^5$ ppm, $10^5$ to $10^6$ ppm and ‘void’. Classification model confusion matrices obtained for four different SNR and FA number combinations are presented in Figure 5a. The cross-validation classification accuracy values are 88.28%, 91.31%, 99.4% and 99.46%. Results for another two combinations of SNR (=50) and FA number (=135 and 270) are provided in Supporting Information (see Figure S9). To help visualize the results, the results for SNR=20 and FA=135 (i.e. ~5 s of data) are shown as Figure 5b. From the inset, it can be seen that at
the lowest two concentration bands (10^1 to 10^2 ppm and 10^2 to 10^3 ppm), the data point clusters merge together with those of the “void”, meaning that the classifier decreases in accuracy. We next consider what accuracy might be achievable if the SNR and FA were to be improved. To do so, we train a large set of classification models under different combinations of SNR and FA and determine the validation accuracy in each case. A surface plot of the classification accuracy as a function of SNR and number of frames (FA number) is shown as Figure 5c. The four conditions considered in Figure 5a are indicated on the plot (Figure 5c) by color-coded circles. It can be seen that the accuracy quickly converges to what might be regarded as a fairly high value (of ~95%) as the SNR and/or FA number are increased. Further increases in SNR and/or FA number result in only minor improvements in accuracy once this “plateau” is reached. This plot could be used to determine the appropriate tradeoff between the time interval between results (due to FA) and the accuracy. In other words, when the system SNR is known, one may use the plot to determine the minimum FA needed to achieve a certain validation accuracy, e.g. 95%. We also conduct simulations using fewer filter elements and evaluate the impact on the performance. A discussion on this is included in Supporting Information (See Figure S10). We run a similar simulated test on classification (iv), i.e. SNR=200 and FA=270. We generate 1000 data points at different concentrations including ‘void’. We find a classification accuracy greater than 99%. As one might expect, many of the classification errors are near the boundaries of the concentration levels, e.g. 1.2×10^2 ppm belongs to the range 10^2 to 10^3 ppm, but might be misclassified as being in the 10^1 to 10^2 ppm class. We note that in experiments, a number of factors (e.g. atmospheric composition, humidity, temperature, et.c.) could influence the sensor performance. The results we present should thus be taken as an estimate (rather than a precise determination) of performance.
Figure 5. Gas concentration detection results. (a) Confusion matrices of acetylene concentration detection under different noise and FA condition (i)-(iv). Model considers concentrations down to 10 ppm. (b) Visualization of classification results of gas concentration detection. Simulated readout data points are projected into the space of first two principal components (99.68% explained variance). Inset shows the simulated readout data is misclassified at the lowest concentrations. (c) Surface plot of classification accuracy as the function of SNR and number of frames. Inset shows the ‘plateau’ area of the main plot.

CONCLUSION

In this work, we study the concept of using a filter array detector array (FADA) microspectrometer and a machine learning classification algorithm to realize material identification and concentration detection. We simulate and design an array of aluminum plasmonic filters on a silicon substrate. The filter spectral features cover the 6-14 μm MIR range. We model the FADA by combining the simulated transmission spectra of the plasmonic filters with the responsivity spectrum of a thermal imaging camera that is available at low cost at the time of writing. We use the simulated readout of the detector array including noise for training classification models. Our result predict that the proposed system would identify analytes from a group of chemicals with high accuracy. Furthermore, we show that the same system can also be deployed to detect the order of magnitude of concentration of a specific gas analyte. Future work could focus on the optimization of filter design and the experimental demonstration of this method.
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