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Abstract—This paper studies the behavior of singularly perturbed nonlinear differential equations with boundary-layer solutions that do not necessarily converge to an equilibrium. Using the average of the fast variable and assuming the boundary layer solutions converge to a bounded set, results on the closeness of solutions of the singularly perturbed system to the solutions of the reduced average and boundary layer systems over a finite time interval are presented. The closeness of solutions error is shown to be of order $O(\sqrt{\varepsilon})$, where $\varepsilon$ is the perturbation parameter.

I. INTRODUCTION

The singular perturbation method is a common technique to analyze a two-time scale system via the behavior of two auxiliary systems, namely the reduced (slow) system and the boundary layer (fast) system. In general, the results using the singular perturbation method either relate the stability properties of the original system with the above-mentioned auxiliary systems or estimate the closeness of solutions of the original system to the solutions of the auxiliary systems; see e.g. [1], [2, Sec. 11] for results on stability and closeness of solutions of the classical singular perturbation problem. It is usually assumed in the classical singular perturbation results that the solutions of the boundary layer system converge to a unique equilibrium manifold. The case where the solutions converge to a bounded set, e.g. a set of limit cycles, has been studied using the averaging method [3]–[7]. In these results, the derivative of the slow state is averaged over a finite or infinite time interval and the behavior of the reduced averaged slow system, together with the behavior of the boundary layer system, is used to describe the behavior of the full-order system. This idea can be found in the work of Gaitsgory et al. [8]–[10], Grammel [4], [11], [12], Artstein et al. [3], [13], Teel et al. [5], and others [6], [14].

The problem of exponential stability of this general class of singular perturbation is not well studied in the literature. Among the above-mentioned results, Grammel showed in [4] that under the exponential stability of the origin of the reduced average system and under some other conditions on the system model, the slow state of a delayed singularly perturbed system is exponentially stable. However, the behavior of the fast state and also the closeness of solutions of the singularly perturbed system to the solutions of the reduced average and boundary layer systems when the reduced average system is not exponentially stable are not studied in [4].

This paper assumes a more general class of non-delayed singularly perturbed systems, compared to [4], and presents closeness of solution results. In particular, it is shown that under the exponential stability of the boundary layer system and some other conditions on the system model and over a finite time interval, the solutions to the singularly perturbed system are approximated by the solutions of the reduced average and boundary layer systems when the perturbation parameter, $\varepsilon$, is small. Although Grammel did not study closeness of solutions in [4], Teel et. al presented a closeness of solution result in [5] which can be applied to a more general class of singular perturbation systems. However, the order of magnitude of error is not studied in [5]. Compared to [5], we propose stronger conditions on the system model and obtain stronger closeness of solution results; we show the approximation errors are of order $O(\sqrt{\varepsilon})$.

Notation:

- $\|z\|_\eta$ denotes the distance between a point $z$ and a bounded set $\eta$ in $\mathbb{R}^m$, i.e.
  \[\|z\|_\eta = \text{dist}(z, \eta) = \inf_{y \in \eta} \|z - y\|.\]  

- A continuous function $\gamma : R_{\geq 0} \to R_{\geq 0}$ is of class $\mathcal{L}$ (i.e. $\gamma(s)$ is positive and is strictly decreasing to zero as $s \to \infty$).
- A continuous function $\alpha : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is of class $\mathcal{K}_\infty$ if it is strictly increasing, $\alpha(0) = 0$ and $\alpha(r) \to \infty$ as $r \to \infty$.
- A function $\delta_1(\varepsilon)$ is of order $O(\delta_2(\varepsilon))$, i.e. $\delta_1(\varepsilon) = O(\delta_2(\varepsilon))$, if there exist positive constants $k$ and $c$ such that [2, Definition 10.1]
  \[|\delta_1(\varepsilon)| \leq k|\delta_2(\varepsilon)|, \quad \forall |\varepsilon| < c.\]  

If $\delta_1(\varepsilon)$ and $\delta_2(\varepsilon)$ are continuous at $\varepsilon = 0$, then (2) implies that
  \[\lim_{\varepsilon \to 0} \frac{|\delta_1(\varepsilon)|}{\delta_2(\varepsilon)} \leq k < \infty.\]  

II. PRELIMINARIES

Consider a singularly perturbed system

\begin{align}
\dot{x} &= f(x, z, \varepsilon), \quad x(0) = x_0, \quad (4a) \\
\varepsilon \dot{z} &= g(x, z, \varepsilon), \quad z(0) = z_0, \quad (4b)
\end{align}

where $\varepsilon > 0$ is a small perturbation parameter, and $x \in \mathbb{R}^n$ and $z \in \mathbb{R}^m$ are respectively the slow and fast variables.
Define the fast-time variable \( \tau = t/\varepsilon \). Then in the \( \tau \)-domain, (4) can be written as
\[
\frac{dx}{d\tau} = \varepsilon f(x, z, \varepsilon), \quad (5a)
\]
\[
\frac{dz}{d\tau} = g(x, z, \varepsilon). \quad (5b)
\]
Letting \( \varepsilon = 0 \), (5a) becomes \( dx/d\tau = 0 \) which implies that the slow variable \( x \) is fixed, i.e. \( x(\tau) = x_0 \), \( \forall \tau \geq 0 \). Then the boundary-layer system is obtained by setting \( \varepsilon = 0 \) in (5b) as
\[
\frac{dz_0}{d\tau} = g(x_0, z_0, 0), \quad z_0(0) = z_0. \quad (6)
\]
where \( z_0 \) denotes the state of the boundary layer system, and \( x_0 \) is treated as a fixed parameter.

Let \( x_0 \in B_R(0) \), \( z_0 \in M \), and \( \varepsilon \in [0, \varepsilon_1] \) where \( B_R(0) \in \mathbb{R}^n \) denotes a ball of radius \( R > 0 \) centered at the origin, \( M \) denotes a compact set in \( \mathbb{R}^n \) and \( \varepsilon_1 > 0 \). Unlike the classical singular perturbation problem, we assume the solutions to the boundary layer system, denoted by \( \phi_0(\tau, x_0, z_0) \), \( \forall x_0 \in B_R(0), z_0 \in M \), or by \( \phi_0(\tau) \) for the ease of notation, do not converge to a unique equilibrium, but converge to a bounded set. For example, the solutions to the boundary layer system may converge to a limit cycle.

We make the following assumptions.

**Assumption 1 (Lipschitz continuity of \( f \) and \( g \)):** The functions \( f(x, z, \varepsilon) \) and \( g(x, z, \varepsilon) \) are locally Lipschitz continuous in \( (x, z, \varepsilon) \in B_R(0) \times M \times [0, \varepsilon_1] \). We denote \( L > 0 \) as the Lipschitz constant of \( f(x, z, \varepsilon) \) and \( g(x, z, \varepsilon) \) on \( B_R(0) \times M \times [0, \varepsilon_1] \).

**Remark 1 (Bounds on \( f \) and \( g \)):** From Assumption 1, we obtain that for any compact set \( B_R(0) \times M \times [0, \varepsilon_1] \), there exists an upper bound on \( f(x, z, \varepsilon) \) and \( g(x, z, \varepsilon) \); i.e. there exists \( P > 0 \) such that
\[
\|f(x, z, \varepsilon)\| \leq P, \quad \|g(x, z, \varepsilon)\| \leq P, \quad (7)
\]
for all \( (x, z, \varepsilon) \in B_R(0) \times M \times [0, \varepsilon_1] \).

**Assumption 2 (Forward invariance):** There exists a positive constant \( \varepsilon_1 > 0 \) such that \( B_R(0) \times M \) is forward invariant with respect to (4) for all \( \varepsilon \in [0, \varepsilon_1] \). Moreover, \( B_R(0) \) is invariant with respect to
\[
x(t) = \bar{x} + \int_0^t f(\bar{x}, y(s), 0) ds \quad (8)
\]
for all \( t > 0 \), where \( y(s) \) is the solution to
\[
\frac{dy(s)}{ds} = g(\bar{x}, y(s), 0) \quad (9)
\]
and \( \bar{x} \in B_R(0) \) is a fixed parameter.

In order to define the reduced average system, we will assume that \( f(x, \phi_0(\tau), 0) \) has a well-defined average. To be more precise, we state the following assumption that imposes conditions on \( f \) such that the average of \( f \) exists. The conditions in this assumption are similar to the conditions in [2, Definition 10.2].

**Assumption 3:** The trajectories of the boundary layer system (6) starting from \( z_0 \in M \subset \mathbb{R}^m \), denoted by \( \phi_0(\tau, x, z_0) \), converge exponentially fast to a bounded set \( \eta : \eta \in M \) which is possibly parametrized by \( x \). The limit
\[
f_{av}(x) := \lim_{\tau \to \infty} \frac{1}{T} \int_0^T f(x, \phi_0(s, x, z_0), 0) ds \quad (10)
\]
exists and is the same for all \( z_0 \in M \). There exist \( s^* > 0 \), \( \gamma(s) \in \mathcal{L} \) and \( \alpha(\cdot) \in \mathcal{K}_\infty \) such that
\[
\frac{1}{s} \left\| \int_{\tau'}^{\tau' + s} (f(x, \phi_0(\tau, x, z_0), 0) - f_{av}(x)) d\tau \right\| \leq \gamma(s) \alpha(\max\{\|x\|, \|z_0\|\}) \quad (11)
\]
holds for all \( \tau' \geq 0 \), \( s > s^* \) and all boundary layer solutions \( \phi_0(\tau, x, z_0) \) starting from an initial condition \( z_0 \in M \) for \( \tau \in [\tau', \tau' + s] \). Here, \( x \) is treated as a fixed parameter.

Note that since \( x \) and \( z_0 \) are assumed to be in compact sets \( B_R(0) \) and \( M \), the term \( \alpha(\max\{\|x\|, \|z_0\|\}) \) on the right hand side of (11) could be removed if we assume \( \gamma(s) \) depends on \( R \) and \( M \). We used the above notation to emphasize the fact that the right hand side of (11) is in general a function of \( \|x\| \) and \( \|z_0\| \).

If Assumption 3 holds, we say \( f(x, \phi_0(\tau), 0) \) has a well-defined average \( f_{av}(x) \). Then the reduced average system (or what is called the reduced system in the rest of the paper) is defined as
\[
x_{av} = f_{av}(x_{av}), \quad x_{av}(0) = x_0. \quad (12)
\]

**Remark 2:** In general, the reduced system should be defined as a differential inclusion of the form
\[
x_{av} \in F_{av}(x_{av}),
\]
where
\[
F_{av}(x) = \text{conv} \left\{ \lim_{\varepsilon \to 0} \frac{1}{T} \int_0^T f(x, \phi_0(s, x, z_0), 0) ds \right\},
\]
with \( \text{conv}(S) \) denoting the closed convex hull of a set \( S \). This is due to the fact that \( f_{av} \) in (10) is in general a function of \( x \) and \( z_0 \); see e.g. [3], [12]. We however assumed in this paper that the set valued map \( F_{av}(x) \) is a singleton, i.e. \( F_{av}(x) = \{f_{av}(x)\} \); see Assumption 3. This is a more restrictive assumption compared to [3], [12] and more general conditions will be the topic for further research. Therefore, we use the differential equation notation of (12) for the reduced system.

We finally make the following assumption on \( f_{av} \).

**Assumption 4:** The function \( f_{av} : \cdot \) is globally Lipschitz with Lipschitz constant \( L_{av} > 0 \).

### III. Main Result

In this subsection, we analyze the closeness of solutions of the singularly perturbed system and the reduced and boundary layer systems over a finite time interval. This result is independent of any stability properties of the reduced system (12).
We aim to investigate the system on a finite time horizon \( t \in [0, T] \) where \( T > 0 \) and \( t_0 := 0 \). We divide this time interval into sub intervals of the form \([t_l, t_{l+1}] \) which all have the same length \( \varepsilon S_\varepsilon \), except possibly the last interval with length smaller than or equal to the length \( \varepsilon S_\varepsilon \), and the index \( l \) is an element of the index set \( I_\varepsilon = \{0, 1, \cdots, \lfloor T/\varepsilon S_\varepsilon \rfloor \} \), where \( \lfloor \cdot \rfloor \) denotes the floor function. The last time in the sequence is equal to \( T \). In the following lemma, we define the mapping \( S_\varepsilon \) and state some of its properties. The reason why this specific mapping is used will become clear later in the proof of Lemma 2 and Theorem 1.

**Lemma 1:** For any given \( L > 0 \) and \( T > 0 \), the map \( \varepsilon \to S_\varepsilon \) defined as\(^1\)

\[
\frac{1}{\varepsilon^{1/4}} := S_\varepsilon e^{TL\left(1+LS_\varepsilon e^{LS_\varepsilon}\right)}
\]

has the following properties

\[
\lim_{\varepsilon \to 0} S_\varepsilon = \infty,
\]

\[
\lim_{\varepsilon \to 0} \varepsilon^{1/4} S_\varepsilon = 0.
\]

The proof of the above Lemma is given in the Appendix. Denote the solution of (4) for \( t \in [0, T] \) by \((x(t), z(t))\) and define \( \xi(t) \) for \( t \in [t_l, t_{l+1}] \) as

\[
\xi(t) := \xi_l + \int_{t_l}^t f(\xi_l, y(s), 0)ds,
\]

with \( \xi_l := \xi(t_l) \) and \( \xi_0 = x(0) = x_0 \), where \( y(t) : [t_l, t_{l+1}] \to \mathbb{R}^m \) is the unique solution to

\[
\varepsilon y(t) = g(\xi_l, y(t), 0), \quad y(t_l) = z(t_l).
\]

Define

\[
\Delta_l(t) := \max_{t_l \leq s \leq t} \|x(s) - \xi(s)\|,
\]

\[
d_l(t) := \max_{t_l \leq s \leq t} \|x(s) - \xi_l\|,
\]

\[
D_l(t) := \max_{t_l \leq s \leq t} \|z(s) - y(s)\|,
\]

for \( t \in [t_l, t_{l+1}] \). We state the following lemma for later use. The idea for the lemma is taken from [12].

**Lemma 2:** Consider the map \( \varepsilon \to S_\varepsilon \) defined in Lemma 1 and suppose there exists a compact set \( B_R(0) \times \mathbb{R}^m \) on which Assumptions 1 and 2 hold. Then for any finite \( T > 0 \) and for \( t \in [0, T] \), the signals \( \Delta_l(t) \) and \( D_l(t) \), \( l \in I_\varepsilon \), defined respectively in (17) and (19) are upper bounded by \( \Delta(\varepsilon) \) and \( D(\varepsilon) \) defined as

\[
\Delta(\varepsilon) := \left(2\varepsilon S_\varepsilon P + TL(\varepsilon S_\varepsilon P + \varepsilon)\left(1 + LS_\varepsilon e^{LS_\varepsilon}\right)\right) e^{TL(1+LS_\varepsilon e^{LS_\varepsilon})},
\]

\[
D(\varepsilon) := S_\varepsilon L(\Delta(\varepsilon) + \varepsilon S_\varepsilon P + \varepsilon) e^{LS_\varepsilon}.
\]

Furthermore, \( \Delta(\varepsilon) \) and \( D(\varepsilon) \) are \( O(\sqrt{\varepsilon}) \).

Due to the space limitations, the proof is provided in the arXiv version of the paper.

---

\(^1\)This definition is inspired from [12].
where \( \bar{z} = \max_{x \in A} \|z\| \). Using Assumption 4 and the Gronwall-Bellman inequality [2, Lemma A.1], the third term can be upper bounded by

\[
\|\omega(t) - x_{av}(t)\| \\
\leq \|\omega(t) - x_{av}(t)\| + \int_{t_{l}}^{t} \left( f_{av}(\xi(t)) - f_{av}(x_{av}(s)) \right) ds \\
\leq L_{av} \int_{t_{l}}^{t} \|\xi(t) - x_{av}(s)\| ds \\
\leq L_{av} \int_{t_{l}}^{t} \left( \|\xi(t) - \xi(s)\| + \|\xi(s) - \omega_{av}(s)\| + \|\omega(s) - x_{av}(s)\| \right) ds \\
\leq \varepsilon S_{c} L_{av} (\varepsilon S_{c} P + T \gamma(S_{c}) \max\{R, \bar{z}\}) e^{\varepsilon S_{c} L_{av}}. (30)
\]

Define \( K(\varepsilon) \) as

\[
K(\varepsilon) := \bar{\Delta}(\varepsilon) + T \gamma(S_{c}) \max\{R, \bar{z}\} \\
+ \varepsilon S_{c} L_{av} (\varepsilon S_{c} P + T \gamma(S_{c}) \max\{R, \bar{z}\}) e^{\varepsilon S_{c} L_{av}}. (31)
\]

Then we obtain from (28) and (31) that for any finite time interval \([0, T]\),

\[
\|x(t) - x_{av}(t)\| \leq K(\varepsilon). (33)
\]

Note that \( K(\varepsilon) \) is uniform in \((x_{0}, z_{0}) \in B_{R}(0) \times M\), and from Lemma 1 and Lemma 2, \( \lim_{\varepsilon \to 0} K(\varepsilon) = 0 \).

We now study the behavior of the fast state, \( z(t) \). Using the triangle inequality, we obtain for \( t \in [t_{l}, t_{l+1}] \) that

\[
\|z(t)\| \leq \|y(t)\| + \|z(t) - y(t)\|. (34)
\]

Note that \( y(t) \) is the solution to (16) and is different from \( \phi_{y}(t/\varepsilon) \), the solution to the boundary layer system (6). Indeed, the signal \( y(t) \) is defined such that its value at the time instant \( t_{l} \) is equal to \( z(t_{l}) \) and changes according to (16) over the interval \([t_{l}, t_{l+1}]\). However, the boundary-layer system (16) can be represented as a boundary layer model of the form (6) with \( \xi(t) \) as the frozen parameter. Hence the solution of (16) for \( t \in [t_{l}, t_{l+1}] \) satisfies the same inequality as (26), with a different initial condition, for all \( x \) and \( \xi(t) \) in \( B_{R}(0) \). So we obtain from (34) and Lemma 2 that

\[
\|z(t)\| \leq r_{y} e^{-\beta_{y} t/\varepsilon} \|y(t)\| + \bar{D}(\varepsilon) (35)
\]

Specifically, we obtain for \( t = t_{l+1} \) that

\[
\|z(t_{l+1})\| \leq r_{y} e^{-\beta_{y} S_{c}} \|z(t_{l})\| + \bar{D}(\varepsilon). (36)
\]

Choose \( \delta_{y} \in (0, \beta_{y}) \) and \( \bar{\varepsilon} > 0 \) such that

\[
e^{-\delta_{y} S_{c}} \leq \frac{1}{r_{y}}. (37)
\]

Then we obtain by inclusion for all \( l \in I_{e} \) and all \( \varepsilon \in (0, \min\{\varepsilon_{1}, \bar{\varepsilon}\}) \) that

\[
\|z(t_{l+1})\| \leq e^{-(l+1)(\beta_{y} - \delta_{y})S_{c}} \|z_{0}\| + \bar{D}(\varepsilon) \sum_{k=0}^{l} e^{-k(\beta_{y} - \delta_{y})S_{c}} \\
+ \bar{D}(\varepsilon) \frac{1 - e^{-(\beta_{y} - \delta_{y})(l+1)S_{c}}}{1 - e^{-(\beta_{y} - \delta_{y})S_{c}}}, (38)
\]

and obtain for \( t \in [t_{l}, t_{l+1}] \) that

\[
\|z(t)\| \leq r_{y} e^{-\beta_{y} t/\varepsilon} \|z(t_{l})\| + \bar{D}(\varepsilon) (39)
\]

\[
\leq r_{y} e^{-\beta_{y} t/\varepsilon} e^{-(\beta_{y} - \delta_{y})S_{c}} \|z_{0}\| \eta + \bar{D}(\varepsilon) \frac{1 - e^{-(\beta_{y} - \delta_{y})S_{c}}}{1 - e^{-(\beta_{y} - \delta_{y})S_{c}}}. (38)
\]

Then we obtained \( \|z(t)\| \leq r_{y} e^{-\beta_{y} t/\varepsilon} \|z(t_{l})\| + \bar{D}(\varepsilon) \). (40)

Then we obtain that

\[
\|z(t)\| \leq r_{y} e^{-\beta_{y} t/\varepsilon} \|z_{0}\| \eta + F(\varepsilon). (41)
\]

where \( \lim_{\varepsilon \to 0} F(\varepsilon) = 0 \). The proof of the first part of the theorem is complete.

(ii) In the second part of the proof, we first show that under (23), \( K(\varepsilon) = \mathcal{O}(\sqrt{\varepsilon}) \). From Lemma 2, \( \bar{\Delta}(\varepsilon) \) which is the first term on the right hand side of (31) is of order \( \mathcal{O}(\sqrt{\varepsilon}) \). For the second term we have

\[
\lim_{\varepsilon \to 0} T \gamma(S_{c}) \max\{R, \bar{z}\} \\
= \lim_{\varepsilon \to 0} T \gamma(S_{c}) \bar{z} \sqrt{\varepsilon} e^{2 T L (1 + S_{c} L_{e}^{c} \varepsilon_{s})} \\
\leq \lim_{\varepsilon \to 0} T \max\{R, \bar{z}\} \sqrt{\varepsilon} S_{c} e^{- \sqrt{\varepsilon} e^{2 T L (1 + S_{c} L_{e}^{c} \varepsilon_{s})}} \\
= 0. (42)
\]

The last term is also of order \( \mathcal{O}(\sqrt{\varepsilon}) \). So (24) holds uniformly for \( t \in [0, T] \) when \( 0 < \varepsilon \leq \varepsilon_{y} \) where \( \varepsilon_{y} \) satisfies

\[
\frac{1}{\varepsilon_{y}^{1/4}} := S_{c} e^{T L (1 + S_{c} L^{c} \varepsilon_{s})}. (43)
\]

From (40) and the fact that \( \bar{D}(\varepsilon) = \mathcal{O}(\sqrt{\varepsilon}) \), see Lemma 2, \( F(\varepsilon) \) is also of order \( \mathcal{O}(\sqrt{\varepsilon}) \) as

\[
\lim_{\varepsilon \to 0} \left( 1 + \frac{r_{y} e^{-\beta_{y} S_{c}}}{1 - e^{-(\beta_{y} - \delta_{y})S_{c}}} \right) = 1 < \infty. (44)
\]

From (26) and (41), we have

\[
\|z(t)\| \leq \|\varphi_{y}(t/\varepsilon)\| \eta \\
\leq r_{y} e^{-\beta_{y} S_{c}} \|z_{0}\| \eta + F(\varepsilon) + r_{y} e^{-\beta_{y} t/\varepsilon} \|z_{0}\| \eta \\
= 2 r_{y} e^{-\beta_{y} t/\varepsilon} \|z_{0}\| \eta + F(\varepsilon). (45)
\]


Then since
\[ e^{-(\beta_y - \delta_y) t/\varepsilon} \leq \sqrt{\varepsilon}, \quad \forall (\beta_y - \delta_y) t \geq \varepsilon \ln\left(\frac{1}{\sqrt{\varepsilon}}\right), \] (46)
we can choose \( \varepsilon^{**} \) such that
\[ (\beta_y - \delta_y) t_a = \varepsilon^{**} \ln\left(\frac{1}{\sqrt{\varepsilon^{**}}}\right), \] (47)
and we conclude that
\[ \left|\|z(t)\|_\eta - \|\varphi(t/\varepsilon)\|_\eta\right| = \mathcal{O}(\sqrt{\varepsilon}) \] (48)
holds uniformly on \( t \in [t_a, T] \) for \( 0 < \varepsilon \leq \varepsilon^{**} \).

IV. SIMULATIONS

In this section, we present a numerical example in which the solution of the boundary layer system converges to a limit cycle. Consider the following system
\[ \dot{x} = -x + z_1 + \varepsilon x^2 \]
\[ \varepsilon \dot{z}_1 = -z_1 + z_2 + \frac{z_1}{\sqrt{z_1^2 + z_2^2}} \]
\[ \varepsilon \dot{z}_2 = -z_1 - z_2 + \frac{z_2}{\sqrt{z_1^2 + z_2^2}} + \varepsilon x, \] (49)
and note the system is not defined for \( z_1 = z_2 = 0 \) and thus the subset \( \mathcal{M} \) does not include the origin. Defining \( r \) and \( \theta \) such that \( z_1 = r \cos \theta \) and \( z_2 = r \sin \theta \), the state equations (49) can be written in the polar coordinates as
\[ \dot{r} = -r + \varepsilon x \sin \theta \]
\[ \dot{\theta} = -1 + \varepsilon x \cos \theta . \] (50)
Define \( z = [z_1 \ z_2]^T \) and define the isolated periodic orbit \( \eta \) as
\[ \eta = \{ z \in \mathbb{R}^2 \mid ||z|| = 1 \} \].

Then
\[ ||z||_\eta = \text{dist}(z, \eta) = \inf_{y \in \eta} ||z - y|| = ||z|| - 1 \].

Letting \( \varepsilon = 0 \) in (49), the boundary layer system can be written as
\[ \frac{d z_1}{d \tau} = -z_1 + z_2 + \frac{z_1}{\sqrt{z_1^2 + z_2^2}} \]
\[ \frac{d z_2}{d \tau} = -z_1 - z_2 + \frac{z_2}{\sqrt{z_1^2 + z_2^2}} \]
which is equivalent (for \( r > 0 \)) to
\[ \frac{d r}{d \tau} = 1 - r, \quad \frac{d \theta}{d \tau} = -1 \]
in polar coordinates. Thus for \( r > 0 \), the orbit \( r = ||z|| = 1 \) is exponentially stable and the solution to the boundary layer system is
\[ z_1(\tau) = ((r_0 - 1)e^{-\tau} + 1) \cos(-\tau + \theta_0) \]
\[ z_2(\tau) = ((r_0 - 1)e^{-\tau} + 1) \sin(-\tau + \theta_0) \]
where \( \theta_0 = \arctan(z_2(0)/z_1(0)) \) and \( r_0 = ||z_0|| = \sqrt{z_1^2(0) + z_2^2(0)} \). This solution can also be written as
\[ \|z(\tau)\|_\eta = e^{-\tau} ||z_0||_\eta. \]

From (10) and (12), the reduced system is defined as
\[ \dot{x}_{av} = f_{av}(x_{av}) = -x_{av} \]
\[ + \lim_{T \to \infty} \frac{1}{T} \int_0^T ((r_0 - 1)e^{-\tau} + 1) \cos(-\tau + \theta_0) \cos(\tau + \theta_0) d\tau \]
\[ = -x_{av}. \]

We now check the validity of Assumption 3.
\[ \frac{1}{s} \left\| \int_{\tau}^{\tau+s} \left( f(x, \phi_b(\tau), 0) - f_{av}(x) \right) d\tau \right\| \]
\[ = \frac{1}{s} \left\| \int_{\tau}^{\tau+s} ((r_0 - 1)e^{-\tau} + 1) \cos(-\tau + \theta_0) d\tau \right\| \]
\[ \leq \frac{1}{s} \frac{r_0 - 1}{2} e^{-\tau} \left( -\sin(-\tau + \theta_0) - \cos(-\tau + \theta_0) \right) \]
\[ \leq -\frac{1}{s} \sin(-\tau + \theta_0) \right|_{\tau=\tau+s}^{\tau=\tau} \]
\[ \leq \frac{2}{s} \max\{r_0, 1\}. \] (51)

Thus \( \gamma(s) = 2/s \) and Assumption 3 holds for all \( s^* > 0 \). Assumption 4 also holds. Choose \( \varepsilon_1 = 0.15, R = 2.5, \) and \( M = \{ z \in \mathbb{R}^2 \mid 0.5 \leq ||z|| \leq 1.5 \} \), and observe that Assumptions 1 and 2 hold on \( (x, z, \varepsilon) \in B_{R}(0) \times M \times [0, \varepsilon_1) \). So all conditions of Theorem 1 hold and therefore the solutions of the singularly perturbed system are approximated, for sufficiently small \( \varepsilon > 0 \), by the solutions of the reduced average and boundary layer systems. This is shown in Fig. 1 and Fig. 2 where the trajectories of (49) are depicted for \( \varepsilon = 0.15 \) and \( \varepsilon = 0.015 \).

![Fig. 1: The slow variable \( x(t) \) of the full-order system (4) for different values of \( \varepsilon \).](image)

V. CONCLUSION

In this paper, we have studied the behavior of a general singularly perturbed system with solutions of the boundary layer system converging exponentially fast to a bounded set.
We used averaging to eliminate the fast oscillations of the fast state, and presented results on the closeness of solutions of the full-order system and the reduced average system over a finite time interval.

VI. APPENDIX

Proof of Lemma 1.

Consider the definition of 

\[ S_\varepsilon \] in (13), and note that as 

\[ \varepsilon \to 0 \], 

\[ S_\varepsilon e^{TL(1+S_I L^{L+S_\varepsilon})} \] goes to infinity which implies that \( S_\varepsilon \) goes to infinity. Therefore \( \lim_{\varepsilon \to 0} S_\varepsilon = \infty \).

To show that \( \lim_{\varepsilon \to 0} \varepsilon^{1/4} S_\varepsilon = 0 \), observe that

\[
\lim_{\varepsilon \to 0} \varepsilon^{1/4} S_\varepsilon = \lim_{\varepsilon \to 0} e^{-TL(1+S_I L^{L+S_\varepsilon})}.
\] (53)

Then from \( \lim_{\varepsilon \to 0} S_\varepsilon = \infty \), we obtain that \( \lim_{\varepsilon \to 0} \varepsilon^{1/4} S_\varepsilon = 0 \). \hfill \square
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