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Abstract This paper proposes a novel application of Visual Assessment of Tendency (VAT) based hierarchical clustering algorithms (VAT, iVAT, and clusiVAT) for trajectory analysis. We introduce a new clustering based anomaly detection framework named iVAT+ and use it for trajectory anomaly detection. This approach is based on partitioning the VAT generated Minimum Spanning Tree (MST) based on an efficient thresholding scheme. The trajectories are classified as normal or anomalous based on the number of paths in the clusters. On synthetic datasets with fixed and variable numbers of clusters and anomalies, we achieve 98% classification accuracy. Our two-stage clusiVAT method is applied to 26,039 trajectories of vehicles and pedestrians from a parking lot scene from the real life MIT trajectories dataset. The first stage clusters the trajectories ignoring directionality. The second stage divides the clusters obtained from the first stage by considering trajectory direction. We show that our novel two-stage clusiVAT approach can produce natural and informative trajectory clusters on this real life dataset while finding representative anomalies.
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1 Introduction

Security and surveillance in public environments have been topics of active research for the past few decades. With the increased popularity and easy deployment of closed circuit television (CCTV) cameras, digital surveillance has become a common practice. Videos acquired by surveillance cameras require continuous monitoring by a human agent for suspicious activity detection, which is tedious and expensive. Consequently, a recent focus of research has been on automatic event detection from video sequences [4,9,11,19,24,27,41,44]. Much of the recent work concentrates on the recognition of simple activities like running, waving and jumping using high resolution videos. However, for the far-field, low-resolution video obtained from CCTV cameras, detailed information for activity recognition is not available. The only information that this type of video system can reliably extract is a noisy trajectory [2,8,26,31,36]. While supervised learning can be used for explicit event recognition from extracted trajectories, it is not appropriate for exploratory analysis of huge volumes of video data from CCTV cameras in public environments because (i) explicit knowledge of the event to be identified is not available; and (ii) the events of interest are not labeled. A more appropriate approach for analysis of large volumes of low resolution video data is unsupervised learning - in particular, clustering of trajectories into different activities and then using the clusters to identify abnormal trajectories.

The goal of this work is to partition sets of trajectories into various clusters, so that trajectories within a cluster are close to each other in the sense of some distance measure (either Euclidean or Dynamic Time Warping (DTW)) as compared to trajectories in other clusters. Trajectories belonging to clusters that have
very few trajectories and are far apart from the other clusters are defined as anomalous. Clustering algorithms invariably require \( k \), the number of clusters to seek, as a runtime input. The VAT [5], iVAT [14] and clusiVAT [20, 21] algorithms enable users to make an estimate of \( k \) from a visual image of the (reordered) data. However, visual interpretation the image may vary from one user to another. A primary motivation for this paper is to eliminate the subjectivity involved in estimating \( k \), by developing a method that automatically detects \( k \) in trajectory data. Once \( k \) is estimated, we demonstrate how to find the clusters and anomalies in the data. Our main contributions in this paper are as follows:

- We develop two novel trajectory anomaly detection approaches named iVAT+ and clusiVAT+ for small and big data cases respectively, and apply them on publicly available synthetic trajectory datasets. Our experiments show that the new techniques achieve better accuracy than several popular methods that have previously been reported in the literature.
- We propose and experiment on a novel two-stage clusiVAT algorithm on a real life MIT dataset of trajectories of vehicles and pedestrians in a parking lot scene.
  - The first stage discards the directions of trajectories in order to group together trajectories that follow similar paths (possibly in different directions) using clusiVAT.
  - In the second stage, the clusters obtained from the first stage are re-clustered using their directionality to separate trajectories that are heading in opposite directions.
- We then detect anomalous trajectories using the clusiVAT+ algorithm.

The rest of the paper is organized as follows. Section 2 provides a literature review of trajectory clustering and anomalous trajectory detection methods. Section 3 describes the distance measure between pairs of trajectories needed for clustering and anomaly detection using the iVAT and clusiVAT algorithms, which are described in Section 4. Our clustering based anomaly detection frameworks, iVAT+ and clusiVAT+ are discussed in Section 5 and their time complexity is described in Section 6. Quantitative experiments on two synthetic and one real life trajectory dataset are given in Section 7 before summarizing our results in Section 8.

## 2 Related Work

Activity analysis has long been one of the principal areas of research in surveillance. Previous approaches include: motion patterns based on histogram of pixel changes [4], local optical flow combined with probabilistic principal component analysis (PCA) [19], optical flow with interaction features (e.g., social force models) [11, 27], and histograms of optical flow [9, 44]. Anomalous event detection in video [10, 12, 37, 45] is a challenging problem because it is difficult to define anomalies explicitly. The system needs to identify an anomaly when it appears, despite the fact that it has never occurred before. A better approach is to characterize normal events first (as they follow some regular rules) and then treat non-normal events as anomalies. Using this approach Li et al. [24] provide a statistical treatment of anomaly detection, where events of low probability with respect to a probabilistic model of normal behaviour are declared as anomalous.

In many cases, however, a priori knowledge of regular rules is lacking and no training data for normal video events are available. Therefore, there is a need for an unsupervised approach to automatically mine these rules directly from unlabeled data. Clustering-based approaches have recently been investigated to address this problem [16, 17, 33]. These approaches are based on the fact that normal events appear frequently and dominate the data, while anomalies differ from the normal case and appear rarely. Events that are clustered into dominant (e.g., large) groups can be identified as normal, representing the regular patterns. Those that cannot be explained by the regular patterns (e.g., outliers distant from all cluster centers) are anomalous. These approaches extract the track of moving objects from a video and then model their trajectories, which separates activities performed by different objects having different tracks.

Although individual object detection has improved significantly over the years, crowded scenes remain challenging for detection and tracking tasks due to factors such as occlusions, high person densities and significant variations in the appearance of people. Recent work in the area of detecting and tracking multiple people in high density crowd scenes include [2, 6, 26, 35, 36]. These methods use a motion-based approach to identify and track multiple objects, which can be ineffective in the case of dynamically changing background scenes. The studies in [8, 31] propose various background subtraction methods to minimize the effect of significant stochastic motion of the background.

Jiang et al. [17] track all the moving objects in a video to provide three different levels of spatiotemporal context, i.e., a point anomaly of a video object, a sequential anomaly of an object trajectory, and a co-occurrence anomaly of multiple video objects using a hierarchical data mining approach. Arandjelovic’
uses a clustering-based algorithm for estimating a scene specific low-level model termed as “tracklet primitive.” This is followed by motion novelty inference from a non-hierarchical ensemble of Markov chains as a means of capturing behavioural characteristics at different scales. Saligrama et al. [39] describes a family of unsupervised approaches to video anomaly detection based on statistical activity analysis. Saleemi et al. [38] proposed a stochastic, nonparametric method for modeling scene tracks using a kernel density estimation based multivariate nonparametric probability density function of spatiotemporal variables. Morris and Trivedi [29] evaluated different similarity measures and clustering methodologies that have appeared in the literature, and catalogued their strengths and weaknesses when utilized for the trajectory learning problem.

Piciarelli et al. [32, 33] used a one-class Support Vector Machine (SVM) for anomalous trajectory detection in a synthetic dataset with 1 to 10 clusters having 100 trajectories each, to which 1 to 10 anomalous trajectories were added. The authors in [32, 33] used geometric considerations in the SVM feature space for automatic detection of the outliers. Laxhammar and Falkman [22] proposed two parameter-free dissimilarity measures based on Hausdorff distance for comparing multi-dimensional trajectories of arbitrary length for on-line learning and anomaly detection. The Euclidean distance is perhaps the simplest and most intuitive distance measure, but requires that trajectories are properly aligned and of equal length. DTW has been proposed for relaxing alignment constraints [28]. Other approaches reduce trajectories to a fixed low-dimensional representation using various transforms [30]. Abstract and hierarchical representations have also been proposed where trajectories are composed of a number of basic movement patterns, such as motifs [25].

Wang et al. [43] used an unsupervised nonparametric Bayesian model, which they called Dual Hierarchical Dirichlet Processes (Dual-HDP) for trajectory clustering. Trajectories with low likelihoods are declared as anomalies. The experiments were performed on a real dataset of 40,453 trajectories in a parking lot collected over one week (MIT Trajectory Dataset [42]). Brun et al. [7] used string kernels to define a distance measure between two trajectories, and processed them with a novel kernelized clustering algorithm. Abnormal trajectories in the MIT trajectory data were classified in [7] based on the statistical properties of the clusters. Next we describe two methods for measuring the distance between a pair of trajectories as a preparatory step for clustering and anomaly detection.

3 Distance measures for trajectory data

Trajectories are usually represented by the points sampled along the arc traversed by an object at equal time intervals. The distance measure between two trajectories depends on incremental path lengths, which may or may not be equal, and also on the direction of the moving object. For two trajectories in a 2-D plane represented by equal numbers of sample points \( m \), \( T_i = \{ t_{i1}^1, t_{i1}^2, ..., t_{im}^m \} \) and \( T_j = \{ t_{j1}^1, t_{j1}^2, ..., t_{jm}^m \} \), where \( t_{ik}^i : 1 \leq k \leq m \) represents the tuple \( (t_{ix}^i, t_{iy}^i, t_{iz}^i) \), the Euclidean distance is given by

\[
d_{ij} = ||T_i - T_j||_E = \sqrt{\sum_{k=1}^{m} ((t_{ix}^i - t_{ix}^j)^2 + (t_{iy}^i - t_{iy}^j)^2)}.
\]

(1)

The directionality of trajectories can result in misleading distances between them, which in turn may cause incorrect clustering results, as explained by the following example. Fig. 1 shows four trajectories represented by \( m = 16 \) sampled points along the travelled path. The path is color coded to show the direction of the trajectory. Green represents the starting point and red denotes the ending point, also shown by the arrow at the end. View (a) of Fig. 1 shows trajectories \( T_1 \) and
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(a) Parallel trajectories

![Image of trajectories](image-url)

(b) Anti-parallel trajectories

Fig. 1: The Euclidean distance between pairs of trajectories
Table 1: (Euclidean) Distance matrix for $T_1$, $T_2$, $T_3$, and $T_4$

<table>
<thead>
<tr>
<th>Distance</th>
<th>$T_1$</th>
<th>$T_2$</th>
<th>$T_3$</th>
<th>$T_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>0</td>
<td>0.08</td>
<td>7.76</td>
<td>6.36</td>
</tr>
<tr>
<td>$T_2$</td>
<td>0.08</td>
<td>0</td>
<td>8.02</td>
<td>6.79</td>
</tr>
<tr>
<td>$T_3$</td>
<td>7.76</td>
<td>8.02</td>
<td>0</td>
<td>0.53</td>
</tr>
<tr>
<td>$T_4$</td>
<td>6.36</td>
<td>6.79</td>
<td>0.53</td>
<td>0</td>
</tr>
</tbody>
</table>

and $T_2$ is 0.08, and between $T_3$ and $T_4$ is 0.53, which is much smaller than the inter-cluster distances ($d(T_1, T_3) = 7.76$, $d(T_1, T_4) = 6.36$, $d(T_2, T_3) = 8.02$, and $d(T_2, T_4) = 6.79$). This distance matrix validates our hypothesis that $\{T_1, T_2\}$ belong to one cluster and $\{T_3, T_4\}$ belong to another cluster.

If we reverse the direction of the trajectories $T_2$ and $T_4$ and denote them as $flip(T_2)$ and $flip(T_4)$ respectively as shown in Fig. 1(b), the new distance matrix is given in Table 2. In the new distance matrix $d(T_1, flip(T_2)) = 20.34$, which is higher than $d(T_1, T_3) = 7.76$ and $d(T_1, flip(T_4)) = 10.84$, suggesting that $flip(T_2)$ is farther than $T_3$ and $flip(T_4)$ to $T_1$. Similarly, $flip(T_4)$ is farther to $T_3$ ($d(T_3, flip(T_4)) = 13.66$) than it is to $T_1$ ($d(T_1, flip(T_4)) = 10.84$) and $flip(T_2)$ ($d(flip(T_2), flip(T_4)) = 6.79$), producing an erroneous implication suggesting that $T_3$ and $T_4$ belong to one cluster and $flip(T_2)$ and $flip(T_4)$ belong to another cluster.

This problem of having an erroneous distance measure due to the directionality of the trajectories can be easily solved by reversing one trajectory (so that the starting point becomes the ending point and vice versa) and taking the minimum value of the distance between the first trajectory and the second trajectory, and the first trajectory and the reversed second trajectory. We denote this measure as nondirectional Euclidean distance, which is given as

\[ \text{nondirectional}(||T_i - T_j||_E) = \min(||T_i - T_j||_E, ||flip(T_i) - T_j||_E), \]

(2)

where $\text{flip}(T_i) = \{t_i^m, t_i^{m-1}, \ldots, t_i^1\}$ reverses the coordinate order of $T_i$, as shown in Fig. 1(b).

Although this solves the problem of directionality, it groups trajectories with opposite directions into the same cluster, which may not be desirable for some applications. To solve this problem we propose a novel two-stage clustering procedure as explained below. In the first step we use nondirectional Euclidean distance to cluster the trajectories, so that trajectories which have opposite starting and finishing points, but follow similar paths, are clustered into the same group. In the second stage, we use directional Euclidean distance for each cluster of trajectories obtained in the first step to separate the trajectories going in opposite directions.

For trajectories having different numbers of sample points, Euclidean distance is not defined. Also for trajectories sampled at different time intervals, Euclidean distances can be misleading. In such cases DTW [34] (Algorithm 1) is a much better distance function [28].

**Algorithm 1: DTW**

Input: $T_i = \{t_i^1, t_i^2, \ldots, t_i^m\}$ – Trajectory $i$ having $m$ sample points

$T_j = \{t_j^1, t_j^2, \ldots, t_j^l\}$ – Trajectory $j$ having $l$ sample points

$w$ – Window parameter

Output: $\text{DTW}(T_i, T_j)$ – DTW distance

for $k ← 1$ to $m + 1$ do

$A_{k,1} = \infty$

end

for $k ← 1$ to $l + 1$ do

$A_{1,k} = \infty$

end

for $k ← 2$ to $m + 1$ do

for $p ← \max(k - w, 2)$ to $\min(k + w, l + 1)$ do

$A_{k,p} = \min(A_{k-1,p}, A_{k-1,p-1})$

end

end

$\text{DTW}(T_i, T_j) = A_{m+1,l+1}$

DTW is an algorithm for measuring similarity between two temporal sequences $T_i$ and $T_j$, which may vary in time or speed. The window parameter $w$ adds a locality constraint to DTW. That is, we require that if $T_i^a, 1 ≤ a ≤ m$ is matched with $T_j^b, 1 ≤ b ≤ l$, then $|a - b| ≤ w$. When $w = 0$, the DTW distance is same as Euclidean distance. As we increase $w$, the DTW algorithm has some flexibility in matching the corresponding points on two trajectories, but if $w$ is too high, the
warping is too much and the DTW distance is not representative of the actual distance between the trajectories. In our experiments, the trajectory length varies from 16 (for the synthetic trajectory dataset) to 20 (for the MIT trajectory dataset), hence we set $w$ to be around 15% of the trajectory length, giving $w = 3$ for all the demonstrations and experiments in this paper. Setting $w$ to a much higher value than this would decrease the distance between non-similar trajectories producing erroneous results. As a general rule, $w$ should be in the range of 10-20% of the trajectory length. Fig. 2 compares the Euclidean and DTW distances between two pairs of trajectories taken from the MIT trajectories dataset [42]. Both pairs of trajectories change color from green (starting point) to red (ending point). The blue lines represent the matched points of the two trajectories. View (a) of Fig. 2 shows two trajectories having non-uniform spatial sampling, one of which has a relatively long spatial segment (the “Long Segment”). If we use Euclidean distance, this causes incorrect matching of the corresponding points, resulting in a large distance value of 64.5, whereas DTW aligns the corresponding points on the trajectories, obtaining a smaller distance of 33.6. Similarly Fig. 2 (b) shows two trajectories that almost coincide for about 80% of the trajectory but differ for the remainder. Euclidean distance overestimates the actual distance with a value of 57.3, whereas DTW aligns the corresponding points on the trajectories, resulting in the lower distance of 17.7.
We define the nondirectional DTW distance between two trajectories \( T_i \) and \( T_j \) as

\[
\text{nondirectional DTW}(T_i, T_j) = \min(\text{DTW}(T_i, T_j), \text{DTW}(\text{flip}(T_i), T_j)). \tag{3}
\]

Next we describe the VAT family of algorithms used for clustering and anomaly detection in trajectory data.

4 VAT, iVAT and clusiVAT Algorithms

Reordered dissimilarity image (RDI) algorithms like the visual assessment of cluster tendency (VAT) and improved VAT (iVAT) produce visual images (sometimes called cluster heat maps) of a given input data dissimilarity matrix. VAT [5] reorders the input distance matrix \( D \) to obtain \( D^* \) using a modified version of Prim’s algorithm. The image \( I(D^*) \), when displayed as a grayscale image, shows possible clusters as dark blocks along the diagonal. The other outputs of the VAT algorithm are \( P \), which represents the VAT reordering indices of the distance matrix \( D \), i.e., \( D^* = D_{P,P} \), and \( d \), the array representing the length of edges of the VAT generated MST.

Although VAT can provide a useful estimate of the number of clusters in a dataset, VAT images are often inconclusive. A second algorithm called improved VAT (iVAT) was proposed in [14]. iVAT provides better images by replacing the input distances in the VAT reordered distance matrix \( D^* = [d_{ij}^*] \) by geodesic distances \( D^{**} = [d_{ij}^{**}] \), given by

\[
d_{ij}^{**} = \min_{p \in P_{ij}} \max_{1 \leq h \leq |p|} \max_{p[h], p[h+1]} D^*, \tag{4}
\]

where \( P_{ij} \) is the set of all paths from trajectory \( i \) (\( T_i \)) to trajectory \( j \) (\( T_j \)) in the VAT generated minimum spanning tree (MST). iVAT has a time complexity of \( O(n^2) \) and the theory that connects the single linkage (SL) clustering algorithm to VAT also holds for iVAT, which preserves the VAT order.

VAT and iVAT are limited by screen resolution and software limits to input datasets where the number of objects \( N \) is of the order of 10,000. To overcome this limitation, scalable-VAT (sVAT) was introduced in [13], which works by sampling a large dataset \( T = \{T_1, T_2, ..., T_N\} \) having \( N > 10,000 \) trajectories. sVAT applies VAT to a small \( n \times n \) distance matrix \( D_n \) of the samples, where \( n \) is a “VAT-sized” fraction of \( N \). sVAT is just like sVAT, except it uses iVAT after the sampling step.

The MST built using Prim’s algorithm in VAT and iVAT provides an array that represents the order of insertion of edges into the MST, which is then used in the reordering operation. Let us assume that the iVAT image suggests the presence of \( k \) clusters in the dataset \( D_n \). Having this estimate, we cut the \( k - 1 \) largest edges in the MST, resulting in \( k \) connected subtrees (the clusters). If the data set is small enough to apply clusiVAT without the sampling step, this is essentially the single linkage algorithm. The essential step in clusiVAT for \( N > 10,000 \) is to extend this \( k \)-partition of \( D_n \) non-iteratively to the unlabeled objects in \( T \) using the nearest (object) prototype rule (NPR) [20, 21]. Pseudocodes for VAT, iVAT, sVAT and clusiVAT are well documented in the literature and hence are not presented here for brevity.

We use the general term \( \text{dist}(T_i, T_j) \) to represent the distance between trajectories \( T_i \) and \( T_j \), and have not specified which distance measure (Euclidean, nondirectional Euclidean, DTW, or nondirectional DTW) to use. The choice of distance measure depends on the trajectory sampling scheme and is discussed on a case by case basis for the experiments in Section 7.

To illustrate trajectory clustering using iVAT and clusiVAT, Figs. 3 and 4 show two experiments based on building the input distance matrix with nondirectional Euclidean distances as in (2). Fig. 3 shows a small dataset of 400 trajectories represented by \( m = 16 \) 2-dimensional samples similar to the trajectories \( T_1 - T_4 \) described in Section 3. These trajectories are divided into 4 labelled subsets of 100 trajectories each as shown in view 3(a). The VAT image in view (b) indicates the presence of 4 possible clusters by 4 (hard to see) dark blocks along the diagonal. These dark blocks are much clearer (but you have to zoom the image to see the two sub-blocks within the larger dark block) in Fig. 3(c), which is the iVAT image. Finally view (d) shows four
clusters found by 3 single linkage cuts in the iVAT MST, which are exactly the same as the labelled trajectories.

Fig. 4 shows the big data version of the clustering experiments, where now we have \( N = 100,000 \) trajectories split into 4 labeled subsets of 25,000 paths each (Fig. 4(a)). View 4(b) shows the sVAT image of \( D_n \), based on \( n = 500 \) sample trajectories taken from the \( N = 100,000 \) big dataset. Fig. 4(c) is the clusiVAT image of the sample \( D_n \), which clearly suggests that the dataset contains 4 clusters of trajectories. Fig. 4(d) shows the trajectories belonging to the four clusters of trajectories obtained by the clusiVAT clustering algorithm.

If the dataset is complex or the clusiVAT clusters are intermixed with each other and contain a number of anomalies, then cutting the \( k - 1 \) largest edges of the MST to obtain \( k \) clusters is not always a good strategy as the anomalies, which are (presumably) at a large distance from the normal clusters, might be attached to the \( k - 1 \) largest edges of the MST. A more useful approach in such a scenario is to manually select the dark blocks along the diagonal, find the sample trajectories representing each dark block, and use the nearest prototype rule to find those trajectories in the dataset \( T \) whose nearest trajectory belongs to the sample trajectories of the cluster.

5 iVAT+/clusiVAT+: Anomaly Detection using iVAT/clusiVAT Algorithm

Anomaly detection can be regarded as a special case of data clustering in which the objects in clusters that are too far from the main clusters, or have too few datapoints, are regarded as anomalies. We use this concept for anomaly detection using the iVAT and clusiVAT algorithms, which are denoted as iVAT+ and clusiVAT+ respectively, where the “+” means the base model plus the heuristics in (5,6,7) (described below) which are added to the basic model to make it applicable to anomaly detection. Clusters in the “+” models are obtained by cutting the MST using threshold magnitudes ordered by edge distances \( d \) in the MST. The cluster boundaries are defined by those indices \( t \), which satisfy

\[
d_t > \alpha,
\]

where \( \alpha \) is a parameter that controls how far two groups of datapoints should be from each other to be considered as separate clusters. Small values of \( \alpha \) create tighter boundaries for clusters, while large values of \( \alpha \) represent loose cluster boundaries. Next we describe the procedure to find an optimal value of \( \alpha \).

Consider a subset of Test dataset 1 [33] shown in Fig. 5(a), which consists of a total of 260 trajectories divided into 5 clusters of 50 (normal) trajectories plus a set of 10 anomalies. We apply VAT to the dissimilarity matrix for this subset, using the Euclidean distance between each pair of trajectories as a distance
measure. The edge lengths of the VAT generated MST are shown in Fig. 5(b). The distances between trajectories belonging to the same cluster are small, hence edge lengths along the MST consisting of trajectories belonging to the same cluster are also very small (close to zero), as shown by the green rectangles in Fig. 5(b). Edges of the VAT generated MST, that connect two trajectories belonging to different clusters or to anomalies have a much higher edge length than the intra-cluster edges. These inter-cluster edges and edges connecting anomalous trajectories are enclosed by red ellipses in Fig. 5(b). We want a value of \( \alpha \) that is larger than the highest intra-cluster edge length, but smaller than the minimum value of inter-cluster edge lengths.

To find the optimal value of \( \alpha \), we sort the edge lengths in the MST in increasing order as shown in Fig. 6(a). The plot of \( d_{\text{sort}} \) has a high-curvature “elbow” separating the low length intra-cluster edges, characterized by a slow growth in the length, from the inter-cluster edges and edges connecting anomalous trajectories, characterized by a final quick growth of \( d_{\text{sort}} \). The elbow can be identified by searching for the point on the plot that has the largest perpendicular distance from a line connecting the two extremes of the plot (shown by the black dotted line in Fig. 6(a)). The encircled elbow part of view (a) is zoomed and shown in Fig. 6(b). Let \( m \) be the index of the elbow point. In this case \( d_{\text{sort},m} \) represents the intra-cluster edge lengths of the VAT generated MST, and \( d_{\text{sort},m+1,N} \) represents the inter-cluster edge length and the lengths of the edges connecting anomalous trajectories, where \( N \) is the total number of trajectories. Hence we choose the optimal value of \( \alpha \) as the average of the longest intra-cluster edge \( (d_{\text{sort},m}) \) and shortest inter-cluster edge \( (d_{\text{sort},m+1}) \), giving the following equation

\[
\alpha = \frac{d_{\text{sort},m} + d_{\text{sort},m+1}}{2}.
\]  

For the dataset shown in Fig. 5(a), the index of the elbow point is \( m = 246 \), giving the length of the longest intra-cluster edge as \( d_{\text{sort},246} = 0.2828 \), and the shortest of the inter-cluster edges and edges connecting anomalous trajectories to be \( d_{\text{sort},272} = 0.7124 \). Hence we obtain \( \alpha = \frac{0.2828 + 0.7124}{2} = 0.4976 \). Using this value of \( \alpha \), we cut those edges of the MST generated by iVAT/clusiVAT that satisfy (5), resulting in one or more connected subtrees (clusters), which are denoted by \( ST_i \), \( i \geq 1 \). For clusiVAT, finding the clusters would require an additional step of assigning each non-sampled trajectory to the nearest cluster using the nearest prototype rule. The value of \( \alpha \) is data dependent, and is computed automatically for each new input set as part of the implementation of iVAT+ and clusiVAT+. However, we will depart from this strategy in several examples presented below to facilitate direct comparisons with trajectory analysis results from several other papers.

We use the number of trajectories in a cluster as a measure of normality for the cluster. A cluster \( ST_i \) is regarded as anomalous if it satisfies the following condition

\[
|ST_i| < \beta \times N,
\]  

where \( |ST_i| \) is the number of trajectories in cluster \( ST_i \), \( 0 \leq \beta \leq 1 \) is a user defined parameter that controls the size of a trajectory cluster that is to be declared anomalous and \( N \) is the total number of trajectories in the dataset. Large values of \( \beta \) (close to 1) cause even large groups of datapoints that are far from other clusters to be declared anomalous. As \( \beta \) decreases, anomalous clusters eventually become part of the normal cluster structure, and only isolated trajectories or a group of a few trajectories remain as anomalous. The choice of \( \beta \) is dependent on the application as well. For applications which recognize a (relatively) small proportion of similar trajectories as a separate cluster, \( \beta \) can be set to a smaller value (say 0.01 – 0.03), whereas for applications where the expected number of anomalous trajectories is large, \( \beta \) needs to be higher (of the range 0.05 – 0.1).
Fig. 7(a) shows the MST cut magnitude $d$ and the cut threshold $\alpha$ for the 260 trajectory data set shown in Fig. 5(a). All the edges of the MST having lengths greater than $\alpha = 0.4976$ are cut to generate 15 subtrees, 5 of which have 50 trajectories each and the remaining 10 have one trajectory each. We choose $\beta$ so that any cluster having less than (say) 5% of the total number of trajectories ($N$) is declared anomalous, so that in this case $\beta = 0.05$. Any trajectory cluster $ST_i$ satisfying $|ST_i| < \beta \times N = 0.05 \times 260 = 13$ is declared anomalous. Hence the 10 singleton trajectories are declared as anomalies. Fig. 7(b) shows the final results of our iVAT+ algorithm, where trajectories belonging to 5 different labeled subsets are shown in different colors and the 10 anomalous trajectories are shown in black.

Fig. 8 is an architectural diagram for clustering and anomaly detection using iVAT and clusiVAT. The first test is to determine if a dataset is small or big based on the number of trajectories in it. The threshold for this selection is chosen to be $N = 10,000$. For small datasets, iVAT provides a visual image that enables us to estimate the number of clusters in the data, and then its MST is cut to obtain single linkage clusters. When the operations at equations (5) and (7) are added, iVAT becomes iVAT+ for anomaly detection. For large datasets, clusiVAT and clusiVAT+ are used for clustering and anomaly detection in the same way.

6 Time Complexity

In this section we discuss the time complexity of iVAT+ and clusiVAT+. These algorithms apply iVAT/clusiVAT to trajectory pairs using DTW distance. For trajectories of length $l$ and $m$, the standard DTW algorithm is $O(l \times m)$, but there are approximate DTW algorithms like fast DTW [40] with time complexity that is linear in the average length of the trajectories, viz., $O(l + m)$. Let data set $T$ contain $N$ trajectories. There are two cases:

(i) $N \leq 10,000$. We use iVAT, time complexity $O(N^2)$, which includes the time needed to compute the $N \times N$ DTW distance matrix $D_N$.

(ii) $N > 10,000$. We use clusiVAT. Step 1 requires time $O(k')$ to select $k'$ distinguished trajectories from $k'$ (nearly) equal-sized subsets of $T$. Then a random sample of size $n$ which approximately retains the structure in $T$ is drawn from the $k'$ subsets. Then iVAT is applied to $D_n$, with time complexity $O(n^2)$, which includes the time needed to construct the DTW distance matrix $D_n$.

The essential step in iVAT+ or clusiVAT+ is sorting the MST cut magnitude ($d$) before thresholding as described in Section 5. The sorting can be done efficiently by Quicksort [15], which has an average complexity of $O(n \times \log(n))$. Summarizing, the overall complexity of iVAT+ and clusiVAT+ is, assuming $l$ and $m$ are quite small compared to $N$ and $n$, $O(N^2)$ in case (i); and $O(n^2)$ in case (ii).
7 Numerical Experiments

We have performed three sets of experiments. The first two experiments are anomalous trajectory detection on publicly available synthetic trajectory datasets [22, 23, 33]. The third experiment is trajectory clustering and anomaly detection using the real life MIT trajectories dataset [42] consisting of 40,453 trajectories of vehicles and pedestrians from a parking lot scene collected over a period of 5 days.

7.1 Outlier detection experiment for synthetic trajectory datasets

This experiment is performed on 2 datasets consisting of synthetic trajectories (two-dimensional trajectories of length \(m = 16\) each), first published by Picciarelli et al. [33] and later reproduced by Laxhammar and Falkman [22]. These two datasets are publicly available at [1]. Dataset 1 consists of trajectory subsets having a fixed number of clusters and fixed number of anomalies, whereas Dataset 2 has a variable number of clusters and a variable number of anomalies (both ranging 1 to 10). Sampling information is not available, so we consider them to be sampled at equal time intervals.

7.1.1 Fixed numbers of clusters and anomalies

Test dataset 1 consists of 1000 randomly generated undirected trajectory subsets, each of which contains \(n = 260\) two-dimensional trajectories of length \(m = 16\). Hence each trajectory \(T_i\) is represented by 16 two-dimensional points, \(T_i = (t_{i1}^1, t_{i1}^2, ..., t_{i1}^{16})\), \(t_{ij}^i \in \mathbb{R}^2, 1 \leq i \leq 260, 1 \leq j \leq 16\). Of the 260 trajectories, the first 250 belong to five different subsets and are labelled as normal. The remaining 10 are stray trajectories that do not belong to any labeled subset and are considered as abnormal. A plot of one of the subsets of this dataset is shown in Fig. 7(b), where trajectories belonging to 5 different labeled subsets are shown in different colors and the 10 anomalous trajectories are shown in black.

In this experiment we use the Euclidean distance between each pair of trajectories as a distance measure to generate a \(260 \times 260\) distance matrix \(D\) for each of the 1000 subsets. Since the trajectories are sampled at equal time intervals, Euclidean distance is reliable enough, so we do no need to use the computationally expensive DTW distance. Each input matrix \(D\) is small enough that we can use iTAT on each distance matrix to obtain a reordered distance matrix \(D^{**}\), reordering indices \(P\) and ordered MST edge magnitudes \(d\). The anomalous trajectories are extracted using the iTAT+ algorithm described in Section 5. The value of \(\alpha\) is calculated for each subset using the “elbow detection” procedure described in Section 5. Since the maximum number of anomalous trajectories in each of the 1000 instances of this data is 10 and the total number of trajectories in each subset is \(N = 260\), we set the parameter \(\beta = 0.04\) so that a cluster \(ST_i\) with \(|ST_i| < \lfloor \beta \times N \rfloor = \lfloor 0.04 \times 260 \rfloor = \lfloor 10.4 \rfloor = 10\) would be considered anomalous.

The average value of true positive (anomalies) and true negative (non-anomalies) for the 1000 subsets of test dataset 1 is 9.72 (out of 10) and 249.09 (out of 250) respectively. The partition accuracy (PA) of anomaly vs non-anomaly is

\[
PA = \frac{\text{true positive} + \text{true negative}}{\text{total no. of trajectories}} \times 100
\]

\[
= \frac{9.72 + 249.09}{260} \times 100
\]

\[
= 99.54\%
\]

Next, we compare the performance of our iTAT+ anomaly detection scheme to some previously reported results. For example, [33] uses a one-class SVM to identify anomalous trajectories, whereas [22] uses a similarity based nearest neighbour conformal anomaly detector (SNN-CAD) which is a parameter-light algorithm for on-line learning and anomaly detection with a well calibrated false alarm rate. In order to compare our method with those proposed in [33] and [22], we perform the following experiments in a slightly different manner. These two papers express their results in the form of error scores for each method by averaging over the number of normal trajectories among the 10 trajectories that are declared as outliers. The accuracy is then calculated by subtracting the error rate from 100%. Hence to compare with these two papers, we do not need to find the optimal value of \(\alpha\), but we need to find that value of \(\alpha\) for which the number of anomalies is 10. To get the results in this format, we set the threshold \(\beta = 0.04\) and \(\alpha\) to the maximum value of the MST cut magnitude \(d\) and keep decreasing it until the number of declared anomalous trajectories becomes 10. The results in Table 3 are for this experiment setup. The mean value (over the 1000 sets in this dataset) of the error scores is 2.38%, giving an accuracy of \(100 - 2.38 = 97.62\%\), which is better than the accuracy obtained by most of the methods reported in Table I in [22], which provides the average accuracy results obtained by the various outlier measures presented in [18, 22, 33]. These results are reproduced here as part of our Table 3 for comparison.
Table 3: Average accuracy on dataset 1 for different outlier measures presented in Table I in [22]

<table>
<thead>
<tr>
<th>Outlier measure</th>
<th>No. of most similar neighbours considered</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNN with $S = \delta_h$ [22]</td>
<td>k = 1</td>
</tr>
<tr>
<td>SNN with $S = \delta_h$ [22]</td>
<td>96.59%</td>
</tr>
<tr>
<td>SVM [33]</td>
<td>96.30%</td>
</tr>
<tr>
<td>Discord [18]</td>
<td>97.04%</td>
</tr>
<tr>
<td>iVAT+</td>
<td>97.62%</td>
</tr>
</tbody>
</table>

7.1.2 Variable number of clusters and anomalies

Test dataset 2 consists of 100 different experimental cases, each with a different number of groups of 100 normal trajectories and outliers (both ranging from 1 to 10). For each case, ten different training/test sets were created, for a total of 2000 datasets. Since the iVAT algorithm does not require any training, we consider them as 2000 separate test subsets. iVAT+ is used again for anomaly detection because the maximum value of $N = 10(\text{clusters}) \times 100(\text{trajectories per cluster}) + 10(\text{anomalies}) = 1010 < 10,000$. Euclidean distance is used again as the trajectories are sampled at equal time intervals.

Fig. 9 shows an example of anomalous trajectory detection using iVAT+ for this type of data. View (a) shows an example dataset consisting of 3 labeled subsets having 100 trajectories each and 10 outliers giving a total of 310 trajectories. The three dark diagonal blocks in the iVAT image ($I(D^*)$) in view 9(b) suggest that there are three clusters in D. At 1600x magnification, you can see the 10 anomalies in this image, visible as small dark blocks of 1-2 pixels (marked as red) at both ends of each of the three big dark blocks. The highest ratio of the number of anomalies to the total number of trajectories in a subset is obtained for the subset having 10 anomalies and 1 subset having 100 normal trajectories giving a maximum limit of $\beta = \frac{10}{10 \times 100 + 10} = 0.091$. Similarly the minimum limit of $\beta$ is obtained for the subset having 1 anomaly and 10 subsets having 100 normal trajectories, giving $\beta = \frac{1}{10 \times 100 + 1} = 0.001$. Hence for the iVAT+ experiment we choose the value of $\beta$ to be midway between the maximum and minimum limits, giving $\beta = \frac{0.091 + 0.001}{2} = 0.046$. The value of $\alpha$ is found using the elbow detection procedure described in Section 5 for each subset. Fig. 9(c) shows the plot of the iVAT ordered MST cut magnitude ($d$) and a red horizontal line, $y = \alpha$ separating the normal clusters from
Tables 4 and 5 show the average percentage values of false alarms and true positives for the 1000 test subsets of dataset 2. Comparing these results with those given in Tables III and IV in [33], iVAT+ based anomaly detection presents fewer false alarms and correctly classifies more anomalies as compared to the method given in [33] in almost all cases. The average true positive detection rate over all cases in Table 5 is 98%, which is higher than the 92% reported in [33].

Table 4: iVAT+: False alarms (%) for test dataset 2

<table>
<thead>
<tr>
<th>Anomalies</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.5</td>
<td>0.4</td>
<td>0.6</td>
<td>0.4</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
<td>0.3</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.5</td>
<td>0.3</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.1</td>
<td>0.3</td>
<td>0.5</td>
<td>0.3</td>
<td>0.5</td>
<td>0.6</td>
<td>0.3</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0.4</td>
<td>0.4</td>
<td>0.5</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0.2</td>
<td>0.1</td>
<td>0.5</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0.4</td>
<td>0.2</td>
<td>0.3</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>9</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
<td>0.7</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0.4</td>
<td>0.2</td>
<td>0.4</td>
<td>0.5</td>
<td>0.4</td>
<td>0.4</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 5: iVAT+: True positives (%) for test dataset 2

<table>
<thead>
<tr>
<th>Anomalies</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>100</td>
<td>100</td>
<td>95</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>97</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>97</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>97</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>98</td>
<td>95</td>
<td>98</td>
<td>95</td>
<td>95</td>
<td>100</td>
<td>92</td>
<td>100</td>
<td>95</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>98</td>
<td>98</td>
<td>100</td>
<td>98</td>
<td>94</td>
<td>100</td>
<td>90</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>100</td>
<td>97</td>
<td>100</td>
<td>97</td>
<td>95</td>
<td>97</td>
<td>93</td>
<td>98</td>
<td>93</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>100</td>
<td>97</td>
<td>100</td>
<td>93</td>
<td>97</td>
<td>97</td>
<td>96</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>8</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>98</td>
<td>98</td>
<td>98</td>
<td>94</td>
<td>98</td>
<td>98</td>
<td>100</td>
<td>97</td>
<td>99</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>99</td>
<td>97</td>
<td>99</td>
<td>96</td>
<td>98</td>
<td>100</td>
<td>98</td>
</tr>
</tbody>
</table>

7.2 MIT trajectory dataset experiment

The MIT trajectories dataset [42] is a standard, publicly available dataset consisting of 40,453 trajectories of vehicles and pedestrians from a parking lot scene collected over a period of 5 days. Fig. 10 shows the parking lot scene used for this experiment. We exclude from the 40,453 trajectories those trajectories that have any point belonging to the blue shaded area, as this represents the buildings and does not include pedestrian or car trajectories. This leaves us with $N = 26,039$ trajectories belonging to the non-shaded area in Fig. 10 whose lengths range from 100 to 1100 sample points per trajectory. We resample these variable length trajectories to obtain 20 equidistant 2-dimensional points, hence each trajectory is represented by the x and y coordinates of 20 2-dimensional points.
nondirectional DTW is used as a distance measure to cluster the 26,039 trajectories, which ensures that trajectories that have opposite starting and finishing points, but follow similar paths, are clustered in the same group. The top image in Fig. 11 shows the image of the clusiVAT reordered distance matrix ($D'_n$) for $n = 1,500$ and $k' = 30$ (see Inputs of the siVAT Algorithm for $k'$ in [13,20,21]). This image seems to have three primary dark blocks, and embedded in them, a fine structure that has many more. The zoomed images of the first and third dark blocks shown in the lower part of Fig. 11 reveal the presence of 8 and 2 dark sub-blocks representing imbedded subclusters. These dark blocks are marked by red rectangles for clarity.

In the next stage, we use DTW as the distance measure for each cluster of trajectories obtained in the first step in order to separate the trajectories going in opposite directions using the clusiVAT algorithm. Fig. 12 shows an example of the clusters obtained using two-stage clusiVAT clustering. View (a) in Fig. 12 shows
Fig. 13: Twenty MIT trajectory dataset clusters obtained using the two-stage clusIVAT algorithm

The 20 trajectory clusters obtained using our two-stage clusIVAT process are shown in Fig. 13. Since the dataset is not labelled, we cannot numerically compare our results with results previously published in literature [7,43], however, these clusters are more natural and informative than the ones previously reported as explained below. The trajectory clusters in Fig. 13 show
the most common path taken by pedestrians and vehicles along the road and footpath. All the trajectory clusters obtained from the dataset are not shown in [7] and our clusiVAT algorithm is able to find those shown in [7]. Some of the clusters reported in [43] are repeated and some do not represent any particular path taken by pedestrians. For example, clusters 14 and 15 are a subpart of cluster 13 in Fig. 10 of [43], so they should not be represented as separate clusters; our method on the other hand divides the trajectories lying in this region into two clusters based on directionality, i.e., clusters 17 and 18 in Fig. 13. Clusters 18-21 in Fig. 10 of [43] do not specify any particular path taken by pedestrians but comprise trajectories passing through the center of the camera view, which is not a good rationale for clustering trajectories. Our approach also discovers two new clusters, cluster 19 and 20 in Fig. 13, which were not reported in [43].

To find anomalous trajectories in the MIT trajectory dataset we use clusiVAT+ with nondirectional DTW as the distance measure. Since \( N = 26,039 \) is relatively large, we use \( \beta = 0.001 \), so that any trajectory cluster \( S_T_i \) with \( |S_T_i| < \beta \times N \) = \( 0.001 \times 26039 \) = 26 trajectories is declared anomalous. To find the top anomalous trajectories, we set \( \alpha \) to be the maximum value of the MST cut magnitude \( d \) and decrease it until we get the top 60 anomalies, which are shown in Fig. 14. These represent a group of trajectories far away from the remaining clusters that follow a zig-zag or very long path.

8 Conclusions

In this paper we presented a clustering and anomaly detection framework for digitized video trajectories. We develop iVAT+ for anomaly detection in the small data case (\( N \leq 10,000 \)), and applied it to two publicly available synthetic trajectory datasets [22,23,33]. The mean error rate is 2.38%, giving an accuracy of 97.62%, which is better than the accuracy previously reported in the literature on dataset 1. For the second dataset the average true positive detection rate is 98%, which is higher than the 92% reported earlier. We also perform clustering and anomaly detection on a real life MIT trajectories dataset of vehicles and pedestrians from a parking lot scene [42]. We performed a two-stage clusiVAT experiment, which uses nondirectional DTW as a distance measure in the first stage to cluster all the trajectories disregarding their orientation. In the second stage the clusters obtained from the first stage are further clustered using DTW based clusiVAT to separate the trajectories heading in the opposite direction. The trajectory clusters obtained using our two-stage clusiVAT process are more natural and informative than those that have previously been reported. We also detected anomalous trajectories in this dataset using the clusiVAT+ algorithm.
The trajectory clusters and anomalies obtained using our cuchiVAT/clusiVAT framework can help in the high level interpretation of a scene (crowd behaviour modelling), and also as feedback for a low-level (individual) tracking system. Anomalous trajectory detection can be used as an alarm system for a human supervisor. The clusters obtained using the cuchiVAT algorithm can be used to generate a probabilistic model of typical trajectory behavior to focus a surveillance system's attention to the events of interest, such as activity classification, abnormality detection and activity prediction.
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