**ABSTRACT**

Machine learning was applied to LES data to develop non-linear turbulence stress and heat flux closures with increased prediction accuracy for trailing-edge cooling slot cases. The LES data were generated for a thick and a thin trailing-edge slot and shown to agree well with experimental data, thus providing suitable training data for model development. A Gene Expression Programming (GEP) based algorithm was used to symbolically regress novel non-linear Explicit Algebraic Stress Models (EASM) and heat-flux closures based on either the gradient diffusion or the generalized gradient diffusion approaches. Steady RANS calculations were then conducted with the new EASM models. The best overall agreement with LES data was found when selecting the near wall region, where high levels of anisotropy exist, as training region, and using the mean squared error of the anisotropy tensor as cost function. For the thin lip geometry, the adiabatic wall effectiveness was predicted in good agreement with the LES and experimental data when combining the GEP-trained model with the standard eddy-diffusivity model. Crucially, the same model combination also produced significant improvement in the predictive accuracy of adiabatic wall effectiveness for different blowing ratios, despite not having seen those in the training process. For the thick lip case, the match with reference values deteriorated due to the presence of large-scale, relative to slot height, vortex shedding. A GEP-trained scalar flux model, in conjunction with a trained RANS model, was found to significantly improve the prediction of the adiabatic wall effectiveness.

**INTRODUCTION**

The trailing edge of a high pressure turbine blade, which represents its thinnest geometrical section, is exposed to substantial heat load during operation and therefore requires efficient cooling strategies. Trailing edge cooling of high pressure turbine airfoils is typically accomplished with either pressure side bleed slots or trailing edge ejection depending on application, design requirements and cost. A canonical representation of the trailing-edge slot is a wall jet with finite slot lip thickness. This configuration was studied experimentally by Kacker and Whitelaw [1] using a range of blowing and temperature ratios, slot heights and slot lip thicknesses, and their experimental data have been used for comparison in a number of subsequent numerical studies. Using unsteady RANS (URANS), Holloway, Medic and Durbin [2], Joo and Durbin [3] did find significant differences to the experimental data, in particular in terms of the prediction of the adiabatic wall effectiveness. This was attributed mainly to the inability of RANS modeling to reproduce the correct level of turbulent mixing in the region very close to the wall.

In recent years, turbulence models have been developed with the aid of data-driven methodologies. Broadly speaking, varied machine-learning algorithms are being applied as regression tools to large, high-fidelity data sets to infer closure terms in turbulence closures. For example, neural networks have been applied to secondary flow prediction [4] and Gaussian processes have modeled corrective terms for channel flow [5]. A third and quite different method is gene expression programming [6] (GEP), a form of evolutionary algorithm, which was successfully used to implement new stress-strain relationships for separated flow [7]. The algorithm is a form of symbolic regression, such that the result of the optimization is a tangible equation which can be easily implemented into a flow solver.

Machine learning tools have also been applied to turbomachinery related problems. Recently, a comparison of neural networks and GEP to regress non-linear stress-strain relationships showed very similar predictive performance, yet the GEP optimization was at a fraction of the cost [8]. Further, GEP was applied to high-pressure turbines and showed improvement over the linear model [9]. These studies looked primarily at the stress-strain relationship, yet researchers are also exploring other model components. One group has successfully extracted functional forms for intermittency transport, in order to model bypass transition [10,11]. For heat-transfer problems, similar to that addressed in this paper, random forest regression has been applied to model the turbulent thermal diffusivity, for a gradient-diffusion model in the scalar transport of temperature [12].

In this paper, GEP is used to formulate improved turbulence and heat flux closures, using subsets of highly resolved LES data, for which improved prediction of adiabatic wall effectiveness is achieved. The paper is structured as follows. First the LES and RANS set-ups used throughout this work are detailed. Then the machine-learning approaches for the construction of Reynolds
stress and heat flux models are presented. Next, the LES results are compared against experimental data [1], along with baseline RANS predictions. Thereafter, the underlying cause for the over-prediction of the adiabatic wall effectiveness of baseline RANS is discussed through an analysis of the LES datasets for two of the cases also studied by Kacker and Whitelaw [1]. The results obtained using the newly trained non-linear models are presented and the sensitivity to the subset of LES data considered is discussed.

**COMPUTATIONAL DETAILS**

A sketch of the simulation domain is presented in Fig. 1a. The flow configuration fundamentally represents a two dimensional wall-jet in a co-flow. The inlet velocity profiles were obtained from the experiment results provided by Kacker and Whitelaw [1]. For the present simulations, two different values of non dimensional lip thickness were considered. They represent flows with different physical phenomenon. An overview of the simulation flow parameters are shown in Tab. 1.

The baseline computational grid of the LES composed of five blocks as illustrated in Fig. 1b. The first block represents the nozzle region and was composed of 80 points in the x and 128 points in the y direction. The second, third and fourth blocks represent the region downstream of the nozzle and all contained 1,280 points in the x direction and in the y direction block 2 had 128 points from the wall to one slot height, block 3 had 128 points or 64 points to represent the slot thickness in the cases t/s = 1.14 and t/s = 0.126, respectively, and block 4 had 128 points from the upper slot wall to the freestream boundary at 24t. The fifth block was composed of 80 points in the x and 128 points in the y direction. For the thick-lip and thin-lip cases 32 and 64 Fourier modes were used in the spanwise direction respectively, corresponding to 66 and 130 collocation points. In the LES, only mean profiles were prescribed at the inlet and no fluctuations were added as only marginal differences in the flow and temperature fields had been observed in previous studies [15]. Characteristic boundary conditions were used for the freestream and at the outlet a zonal characteristic boundary condition was employed [16] using 30 streamwise points. All walls were set to no-slip boundaries and adiabatic temperature conditions were used. The non-dimensional timestep was set to $6 \times 10^{-4}$ to satisfy the CFL condition and all cases were initially run for 360 time units, based on slot height and freestream velocity, to overcome the initial transient. The LES were then performed for another 240 time units in order to collect averaged quantities and statistics. Additional LES were conducted on different grids and the LES were run for longer for comparison to ensure that the results were grid independent and statistically converged, respectively.

**TABLE 1: Simulation Parameters**

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_{bulk}$</td>
<td>24.2 m/s</td>
</tr>
<tr>
<td>$U_{fs}$</td>
<td>19.2 m/s</td>
</tr>
<tr>
<td>$I_{slot}$</td>
<td>5%</td>
</tr>
<tr>
<td>$I_{main}$</td>
<td>0.5%</td>
</tr>
<tr>
<td>$l_t$</td>
<td>10% of slot height</td>
</tr>
<tr>
<td>$BR$</td>
<td>1.26</td>
</tr>
<tr>
<td>$t/s$</td>
<td>1.14 &amp; 0.126</td>
</tr>
<tr>
<td>$Re_{slot}$</td>
<td>$\approx$ 12,000</td>
</tr>
<tr>
<td>$T_{slot}$</td>
<td>273K</td>
</tr>
<tr>
<td>$T_{fs}$</td>
<td>323K</td>
</tr>
</tbody>
</table>

**LES Set-up**

The large eddy simulations were conducted using the in-house multi-block structured compressible Navier–Stokes solver HiPSTAR [13]. The wall adapting local eddy viscosity (WALE) model [14] was used for modeling of the sub-grid scale stresses. In solving the density weighted filtered energy equation, the sub-grid scale heat flux contribution is assumed to be zero. This assumption is valid for sufficiently refined grid such that the sub grid scale heat flux contribution is negligible as compared to the resolved heat flux.

A fourth-order accurate central differencing scheme was used for spatial discretization in the streamwise and wall normal direction. A spectral method based on the FFTW3 library was used for the discretization in the spanwise direction. Additionally, skew-symmetric splitting was used to stabilize the convective terms. As for the temporal discretization, a five-step, fourth-order accurate Runge Kutta scheme was used.

The baseline computational grid of the LES composed of five blocks as illustrated in Fig. 1b. The first block represents the nozzle region and was composed of 80 points in the x and 128 points in the y direction. The second, third and fourth blocks represent the region downstream of the nozzle and all contained 1,280 points in the x direction and in the y direction block 2 had 128 points from the wall to one slot height, block 3 had 128 points or 64 points to represent the slot thickness in the cases $t/s = 1.14$ and $t/s = 0.126$, respectively, and block 4 had 128 points from the upper slot wall to the freestream boundary at 24t. The fifth block was composed of 80 points in the x and 128 points in the y direction. For the thick-lip and thin-lip cases 32 and 64 Fourier modes were used in the spanwise direction respectively, corresponding to 66 and 130 collocation points. In the LES, only mean profiles were prescribed at the inlet and no fluctuations were added as only marginal differences in the flow and temperature fields had been observed in previous studies [15]. Characteristic boundary conditions were used for the freestream and at the outlet a zonal characteristic boundary condition was employed [16] using 30 streamwise points. All walls were set to no-slip boundaries and adiabatic temperature conditions were used. The non-dimensional timestep was set to $6 \times 10^{-4}$ to satisfy the CFL condition and all cases were initially run for 360 time units, based on slot height and freestream velocity, to overcome the initial transient. The LES were then performed for another 240 time units in order to collect averaged quantities and statistics. Additional LES were conducted on different grids and the LES were run for longer for comparison to ensure that the results were grid independent and statistically converged, respectively.

**RANS Set-up**

For the RANS calculations, initially the baseline $k-\omega$ SST turbulence model [17] from OpenFoam version 2.4 was used. The incompressible SimpleFoam and PimpleFoam solvers were used for steady RANS and unsteady RANS calculations, respectively. These solvers couple the incompressible Reynolds averaged momentum equation with the Poisson equation to solve for the velocity and pressure field respectively. The use of the incompressible solvers
can be justified as follows. Firstly, the free-stream velocity and maximum jet velocity is well below Mach 0.3. Secondly, small temperature differences between the jet flow and the free-stream imply that buoyancy effect can be neglected from the mean momentum equation. Thus, the energy equation can be decoupled from the momentum equation, allowing for the temperature field to be solved passively. The inlet conditions of the RANS simulations, i.e. the values of turbulence intensities and the turbulent length scale, \( l_t \), were taken from Ivanova and Laskowski [15]. From these turbulent length scale, the turbulence intensity and specific dissipation prescribed at the inlet were computed with the following relations

\[
\begin{align*}
    k_{inlet} &= \frac{3}{2} (U_l)^2, \\
    \omega_{inlet} &= \frac{k_{inlet}^{1/2}}{\nu l_t}. 
\end{align*}
\]  

This resulted in the free-stream and slot inlet turbulent intensity to be set as 0.5\% and 5\%, respectively.

For spatial discretization, second order central differencing schemes were used. The spatial Gauss linear scheme in OpenFoam, a second order central differencing scheme was being used for discretization for most of the flow variables except for the temperature and turbulent quantities used in RANS model. The divergence term of the passive scalar transport equation was discretized using the Gauss linear schemes. In the case of the Unsteady RANS calculation, the time discretization of the unsteady term in the momentum equation uses the implicit, second order backward Euler schemes.

The computational grid of the RANS was conducted using the same resolution in the \( x - y \) plane as in the LES. However, the RANS calculations were conducted in two dimensions only, rather than in 3D as the LES. The baseline computational grid of the thicker lip thickness to slot ratio case has a total grid count of 510,306 cells in the \( x - y \) plane. An OpenFoam tool was used to convert the structured grid used in the LES to a unstructured grid with approximately the same total cell count. A one cell thick grid is used in the span-wise direction for the RANS calculation. The \( y^+ \) of both cases were kept well below 0.2 for the first cell away from the wall (lower wall and the lip wall).

**Methodology For Reynolds Stress Closure**

The incompressible form of the Reynolds-averaged momentum equation, written as

\[
\frac{\partial \tau}{\partial t} + \frac{\partial \tau_i}{\partial x_j} = -\nabla \cdot \tau + \nu \frac{\partial^2 \tau_i}{\partial x_i \partial x_j} - \frac{\partial \tau_j}{\partial x_j} 
\]  

where overbars denote Reynolds-averaged quantities and the density is absorbed into the modified pressure \( \overline{p} \), contains the unclosed term \( \tau_{ij} \). Therefore, \( \tau_{ij} \), known as the Reynolds stress tensor, must be modeled and as such contributes to a large portion of the error in a RANS calculation. In so called linear RANS models, the Reynolds stress tensor is modeled using the Boussinesq approximation

\[
\tau_{ij} = \frac{2}{3} k \delta_{ij} - 2 \nu S_{ij} .
\]  

This dictates that deviations from the isotropic part \( \frac{2}{3} k \delta_{ij} \), where \( k \) is the turbulent kinetic energy, are linear in the strain rate tensor \( S_{ij} \). The constant of proportionality, the eddy viscosity \( \nu \), is obtained from one or two transport equations [18].

In a common extension to linear modeling, one can append higher order combinations of the strain and rotation rate tensor to the Boussinesq approximation. In the current study using a machine-learning framework, the goal is to model the anisotropy tensor \( \tilde{a}_{ij}^{mod} \) such that

\[
\tau_{ij} = \frac{2}{3} k \delta_{ij} - 2 \nu S_{ij} + 2 \tilde{a}_{ij}^{mod}(S_{ij}, \Omega_{ij}) .
\]  

where

\[
\tilde{a}_{ij}^{mod} = \sum_{k=1}^{10} G^k(1,I^3)V_{ij}^k(S_{ij}, \Omega_{ij}) .
\]  

\( V_{ij}^k(S_{ij}, \Omega_{ij}) \) are integrity basis functions and are polynomial in \( S_{ij} \) and \( \Omega_{ij} \). Due the the Cayley-Hamilton theorem, there are ten such independent polynomials. The coefficients \( G^k \) are functions of the scalar invariants \( I^k \). For two dimensional flows, the number of independent basis functions reduces to three and there are only two independent scalar invariants: \( I^1 = S_{ij}S_{ij} \) and \( I^2 = \Omega_{ij}\Omega_{ij} \). The definitions of the polynomial basis functions are provided in Pope [19].

In order to close Eq. 4, one must provide the coefficients \( G^k \). Typically, this is achieved through mathematical simplification of the transport equation for the anisotropy of Reynolds stress [18]. However, in this paper we follow a trend in data-driven approaches that aim to fit a functional form to each \( G^k \) for a given dataset. This can be done through the minimization of the cost function \( J \),

\[
J = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{3} \left( \tilde{a}_{ij}^{mod}(S_{ij}^{LES}, \Omega_{ij}^{LES}) - a_{ij}^{LES} \right)^2 .
\]  

\( a_{ij}^{mod} \) is the non-dimensional ‘true’ anisotropy tensor at each of the \( N \) data points in specified ‘training regions’ of the LES cases described above. Typically training regions correspond to areas the engineer wishes to more accurately capture with their RANS solver. The sensitivity of the training region definitions is discussed in the results section. Equation 6 aims to minimize the mean squared error of the model \( a_{ij}^{mod} \), computed using the LES velocity field. Therefore the process does not require repeated RANS simulations for each new model. Note, in order to preserve dimensionality, the strain and rotation rate tensors must be non-dimensionalized by a turbulent timescale. In this work we choose a definition using the
specific dissipation rate, such that the timescale is equal to $\frac{1}{\omega}$. In order to obtain $\omega$ we passively solve the $\omega$ transport equation once, by freezing the LES velocity and Reynolds stress fields [20]. The result is a dissipation rate consistent with the LES fields and the RANS transport equations. For more information on this process see earlier work on turbine blade flows [9].

To minimize Eq. 6, Gene Expression Programming [6] (GEP), a type of evolutionary algorithm, is used to symbolically regress the three coefficients $G^{1,2,3}(\ell^1, \ell^2)$. GEP evolves a population of candidate functions, expressed as trees — which are decoded into mathematical equations (example outputs are given in Eq. 16). GEP employs analogies to survival of the fittest, using Eq. 6 as a measure of individual fitness, and genetic mutation, which modifies the tree structure of candidate models. As the algorithm progresses, incremental changes through mutation occur with the poor changes filtered out by natural selection. The output is the best solution in the population after a specified number of iterations. As the algorithm is symbolic, no functional form is specified by the user. Instead, a functional form is evolved through increasingly complicated tree structures. The algorithm is non-deterministic due to the randomness inherent in mutation and this allows for the training of many models. For more information on evolutionary algorithms see the work of Koza [21] and Ferreira [6]. For the specifics of tailoring the algorithm to turbulence modeling, see Weatheritt and Sandberg’s initial implementation [7].

**Methodology for Scalar Flux Closure**

In an incompressible framework, temperature can be considered a passive scalar, the mean transport of which is governed by the equation

$$\frac{\partial T}{\partial t} + \frac{\partial T}{\partial x_j} \frac{\partial}{\partial x_j} = \frac{\nu}{Pr} \frac{\partial^2 T}{\partial x_j \partial x_j} - \frac{\partial u_i T^i}{\partial x_j}. \quad (7)$$

The heat flux term is usually modeled using the gradient diffusion hypothesis,

$$\frac{\partial u_i T^i}{\partial x_j} = -\alpha_i \frac{\partial T}{\partial x_j}, \quad (8)$$

which dictates the scalar flux points in the direction of maximum mean temperature gradient and the model acts as a turbulent diffusion term. The diffusivity $\alpha_i = \frac{\nu}{Pr}$ is modeled as eddy viscosity over turbulent Prandtl number $Pr$. In this study, instead of using a turbulent viscosity by constant turbulent Prandtl number assumption, the machine-learning framework, outlined in the previous section, is used to infer the thermal diffusivity as a function of velocity gradients and temperature $\alpha_i = \alpha(T, S_{ij}, \Omega_{ij})$, much like an existing study for jets in crossflow [12].

A second formulation for $\frac{\partial u_i T^i}{\partial x_j}$ is also considered, which can be considered an extension of the first. Eq. 8 assumes an isotropic turbulent diffusivity. Instead, a generalized gradient diffusion hypothesis (GGDH) [22] can be assumed

$$\frac{\partial u_i T^i}{\partial x_j} = -f \frac{1}{\omega} \tau_{ij} \frac{\partial T}{\partial x_j}, \quad (9)$$

where $f = f(T, S_{ij}, \Omega_{ij})$ is a scalar field to be optimized. This form is found by assuming that the scalar flux is proportional to its rate of production with the implicit terms neglected.

This gives us two optimization problems, namely closure via $\alpha_i$ and closure via $f$. In both cases, the cost function

$$J = \frac{\sum_{m=1}^{N} (\phi_{mod} - \phi_{LES})^2}{\sum_{m=1}^{N} (\phi_{LES})^2} \quad (10)$$

is used, where $\phi$ is either $\alpha_i$ or $f$. The target quantity $\phi_{LES}$ for each optimization is found by contracting the respective equations with the temperature gradient (Eqs. 8 & 9).

$$\alpha_i^{LES} = -\left( \frac{\partial \bar{u_i T^i}}{\partial x_j} \right)_{LES} \quad (11)$$

$$f^{LES} = -\left( \frac{\partial \bar{u_i T^i}}{\partial x_j} \right)_{LES} \quad (12)$$

The models $\phi_{mod}$ are found by constructing independent invariants from $\frac{\partial T}{\partial x_j}$, $S_{ij}$ and $\Omega_{ij}$. The full list used in this study closely mirrors the work of Milani et al. [12] and is given as

$$I^1 = S_{ij} S_{ij}, \quad I^2 = \Omega_{ij} \Omega_{ij}, \quad I^3 = S_{ij} S_{ij} S_{kl} S_{kl}, \quad I^4 = \Omega_{ij} \Omega_{ij} \Omega_{ij} \Omega_{ij},$$

$$I_{T1} = \frac{\partial T}{\partial x_j} \frac{\partial T}{\partial x_i}, \quad I_{T2} = \frac{\partial T}{\partial x_j} S_{ij} \frac{\partial T}{\partial x_i}, \quad I_{T3} = \frac{\partial T}{\partial x_j} S_{ij} S_{kl} \frac{\partial T}{\partial x_i}, \quad I_{T4} = \frac{\partial T}{\partial x_j} \Omega_{ij} \Omega_{kl} \frac{\partial T}{\partial x_i}, \quad I_{T5} = \frac{\partial T}{\partial x_j} \Omega_{ij} S_{ij} \frac{\partial T}{\partial x_i}, \quad I_{T6} = \frac{\partial T}{\partial x_j} \Omega_{ij} S_{ij} S_{kl} \frac{\partial T}{\partial x_i}, \quad I_{T7} = \frac{\partial T}{\partial x_j} \Omega_{ij} S_{ij} \Omega_{kl} S_{kl} \frac{\partial T}{\partial x_i},$$

where the velocity gradient is non-dimensionalized by $1/\omega$. The temperature gradient is non-dimensionalized by $\frac{\partial \bar{T}}{\partial \bar{x}_i}$, where $\omega$ is obtained through the same process outlined in the previous section. Therefore all quantities are non-dimensional in Eq. 13 and only non-dimensional quantities can be made from them. This implies to ensure dimensional consistency, $\alpha_i^{LES}$ is multiplied by $\frac{\omega}{\bar{\omega}}$. The GEP algorithm is tasked with making functions for $\alpha_i^{mod}$ and $f^{mod}$ out of Eq. 13. For this, the standard GEP algorithm is used [6].

**Results and Discussion**

Instantaneous temperature fields of the LES results for both the thick and thin lip cases are presented in Fig. 2. For a view of the mean behavior, in particular the mean spreading of the mixed fluid region, time-averaged temperature contours are also added to the figures with the levels chosen as $T_{tot} + 2K$ and $T_{tot} - 2K$. The threshold of $\pm 2K$ was chosen somewhat arbitrarily but was found to display the spreading of the thermal wake very well, with only marginal differences to even smaller threshold values. From the instantaneous colour-contours, it can be seen that the vortices that form behind the thicker lip wall are significantly larger than those generated by the thin lip. These larger-scale structures lead to increased turbulent mixing bringing the hot main-path flow towards the wall much earlier than in the thin-lip case, with the first occurrence of increased wall temperature seen in the range $10 \leq x/s \leq 15$. Sandberg, TURBO-18-1202-0
A comparison of the adiabatic wall effectiveness between the linear steady RANS (k-ω SST model), LES results and the experimental result of Kacker and Whitelaw [1] are presented in Fig. 3. Since the value of the Prt strongly influences the wall temperature due to variation in the heat transfer diffusivity, the value of Prt is kept constant at a commonly assumed value of 0.9 in the current
FIGURE 4: Thermal diffusivity obtained from LES using equation (11).

FIGURE 5: Thermal diffusivity obtained using GGDH, equation (12).

FIGURE 6: Alignment of strain and anisotropy tensor using baseline $k – \omega$-SST model.

A value of $\gamma = -1$ implies that the strain rate and anisotropy tensor are aligned in the opposite direction. A value of 0 implies no alignment between the stress and strain rate tensor. Finally, a value of $+1$ indicates strong alignment between the anisotropy and strain rate tensor. In Fig. 6, it can be seen that a region of poor alignment occurs close to the wall while strong alignment occurs in the wake region behind the slot.

TABLE 2: Model Names and Training Region/ Dataset

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Training Region</th>
<th>LES</th>
<th>Eqn.</th>
</tr>
</thead>
<tbody>
<tr>
<td>KCLR.1b</td>
<td>$0 &lt; x/s &lt; 85$, $0 &lt; y/s &lt; 1$</td>
<td>$t/s = 1.14$</td>
<td>16a</td>
</tr>
<tr>
<td>KCLR.thin.1</td>
<td>$0 &lt; x/s &lt; 85$, $0 &lt; y/s &lt; 1$</td>
<td>$t/s = 0.126$</td>
<td>16b</td>
</tr>
<tr>
<td>KCLR.1f</td>
<td>$0 &lt; x/s &lt; 85$, $0 &lt; y/s &lt; 3$</td>
<td>$t/s = 1.14$</td>
<td>16c</td>
</tr>
<tr>
<td>HF1 (GDH)</td>
<td>$30 &lt; x/s &lt; 85$, $0 &lt; y/s &lt; 3$</td>
<td>$t/s = 1.14$</td>
<td>17a</td>
</tr>
<tr>
<td>HF2 (GGDH)</td>
<td>$30 &lt; x/s &lt; 85$, $0 &lt; y/s &lt; 3$</td>
<td>$t/s = 1.14$</td>
<td>17b</td>
</tr>
<tr>
<td>HF3 (GGDH)</td>
<td>$0 &lt; x/s &lt; 30$, $0 &lt; y/s &lt; 3$</td>
<td>$t/s = 1.14$</td>
<td>17c</td>
</tr>
</tbody>
</table>

A value of $\gamma = -1$ implies that the strain rate and anisotropy tensor are aligned in the opposite direction. A value of 0 implies no alignment between the stress and strain rate tensor. Finally, a value of $+1$ indicates strong alignment between the anisotropy and strain rate tensor. In Fig. 6, it can be seen that a region of poor alignment occurs close to the wall while strong alignment occurs in the wake region behind the slot.

Training Region and Proposed Models

Using the Machine learning approach discussed earlier, the following models were produced by the algorithm: Models ‘KCLR.1b’
and ‘KCI.R.thin.1’ were trained on the same region illustrated in Fig. 7. The only difference is that model KCI.R.1b is trained on the LES dataset of the thick lip geometry while model KCI.R.thin.1 is trained on the LES dataset of the thin lip geometry. The training region presented here is the region found to give the best improvement in adiabatic wall effectiveness while providing the best match to the LES Reynolds stress profiles. The region was selected based on the high levels of alignment error, shown in Fig. 6. For comparison sake, a separate RANS model that was trained with a less optimal training region is presented (see Tab. 2). For this model (KCI.R.1f), the training region extends up to wall normal height of 3s while the x domain remains the same. A comparison of the alignment between the LES anisotropy and modeled anisotropy, adiabatic wall effectiveness as well as Reynolds stress with the models trained with the optimal region (KCI.R.1b, KCI.R.thin.1) will be presented in the following sections.

\[
\begin{align*}
\alpha_{i j}^{mod1} &= V_{ij}^1(-2I_1I_2-1.0I_2-0.43) \\
&+ V_{ij}^2(1.0I_1I_2+I_1+(I_2)^2-3.0I_2-3.903) \\
&+ V_{ij}^3(4I_2) \\
\alpha_{i j}^{mod2} &= V_{ij}^1(1.05I_1-0.6) \\
&+ V_{ij}^2(2.0I_1-4.0I_1-8.6I_2+8I_1I_2-4.3) \\
&+ V_{ij}^3(5.0I_1-4I_2-2I_1+2I_1I_2-2I_2) \\
&+ V_{ij}^4(6.0I_2+1.0)(I_2-I_1+2.0)-1.0) \\
\alpha_{i j}^{mod3} &= V_{ij}^1(-0.609) + V_{ij}^2(-I_2-1.0) + V_{ij}^3(-I_2)
\end{align*}
\]

In the case of the heat flux models, the training area should be located using the region where either the value of the thermal diffusivity or GGDH coefficient is dominant. In both cases, this region correspond approximately to the domain downstream of the slot lip from 0 ≤ y ≤ 3 and x > 0 (see Fig. 4 and 5). A further consideration is that the selection region should consider only the physical phenomenon for which the mechanism of diffusion occurs primarily due to turbulence and not vortex shedding. In the RANS model training, the magnitude of the anisotropy tensor is not significantly affected by the presence of the additional mechanism of vortex shedding due to the thick lip. The region of large anisotropy occurs mainly at the lower wall region and this is true for both the thick and thin lip case irrespective of the vortex shedding mechanism. On the other hand, the magnitude of the thermal diffusivity or GGDH coefficient is strongly linked to the location of vortex formation. In Fig. 4, it can be seen that the large magnitude of thermal diffusivity occur at the region right behind the thick lip wall. Therefore, the region for which the mechanism of diffusion does not include the vortex shedding effect, x ≈ 30 and 0 ≤ y ≤ 3 (see Fig. 7) is considered for the extraction of the coefficient/thermal diffusivity. For the current flux training region where the models are trained on the LES dataset of the thick lip case, the following models were compared:

\[
\begin{align*}
\alpha_{i j}^{mod1} &= -2.447*I_2 - IT_1*(-2.21I_1 - 0.959) \\
&+ 3.447IT_1 + 3.447 \\
\alpha_{i j}^{mod2} &= -I_2*(I_1 + I_2 + 0.75) - 293.25*IT_1 + 0.75*IT_3 \\
&+ (IT_1 + 16.794) + 20801.39*IT_3 + (4.95*(-4.95*I_2 \\
&+ 4.95) *(I_2-4.95) - 41.56) *(-I_1 + IT_1 + 2IT_3) \\
&+ 4.4078 \\
\alpha_{i j}^{mod3} &= -2I_1 - 27.4656I_2 - 36.2562I_1 - IT_2 \\
&- IT_3 + IT_3 - 0.03) *(-I_1 - 2.488) *(-I_2 \\
&+ 2.488) + 8.129) - (7.3603IT_8 + 97.656) * (IT_1 \\
&+ 5.201IT_2 + IT_3 - 0.01) + 2.003
\end{align*}
\]

It should be pointed out that for these models, the scalar invariants were extracted from the momentum field computed using the best performing trained RANS model. An overview of the different RANS and flux models is presented in Tab. 2.

### Alignment of modeled and LES anisotropy tensors

In order to test the newly trained models, the alignment of the models with respect to the anisotropy tensor from LES were compared. The alignment of the anisotropy tensors is defined as

\[
\gamma = \frac{\alpha_{i j}^{LES} \alpha_{i j}^{mod}}{\sqrt{\alpha_{pq}^{LES} \alpha_{pq}^{mod} \alpha_{pq}^{mod}}} \quad -1 < \gamma < 1.
\]

In Fig. 8, it can be seen that the alignment results are very similar and in all cases the alignment, particularly close to the lower wall, has significantly improved over the linear models shown in Fig. 6. Models trained on the datasets from the thin or thick lip LES produced a very similar result. This is also the case when the
models are tested on the thin lip geometry. This implies that the influence of the lip thickness on the anisotropy of the flat plate near the lower wall is negligible. In Fig. 8c, the alignment plot of a third model trained under a less optimal region is presented. Although the plot looks very similar to the above two plots, it can be seen that the magnitude of the alignment is comparatively smaller at both the wake and near wall regions.

**Reynolds Stress Profiles**

A comparison of the Reynolds Stress profiles at a stream-wise distance of 30 slot heights for the different models are presented in Figs. 9 and 10 for the thick and thin lip cases, respectively. Note that Fig. 10 also shows the results when the models obtained for \( BR = 1.26 \) are used for two lower blowing ratios of the thin lip case. In the comparison of the models, it should be pointed out that the trained models were applied across the entire domain for the active simulation. The analysis of the alignment plot shows that applying the model across the entire domain is appropriate since relatively high alignment is found across the region of interest except for the location near the wall at which a strip of low magnitude of alignment is found (see Fig. 8). This location correspond closely to the wall normal height for which the growing boundary layer interacts with the wake behind the lipwall. At this specific location, it was found that neither of the trained models were able to adequately recover a high alignment value at the intersection.

In Figs. 9 and 10, it can be seen that there is significant improvement in the prediction of the \( R_{xx} \) component when compared to the baseline RANS model. In the near wall region, the trained RANS models are able to produce a sharper peak as compared to the baseline RANS model. It should also be noted in Fig. 10b-c that the prediction of the \( R_{xy} \) component for other blowing ratios of the thin lip case is significantly improved compared to the baseline RANS model even using the current models trained at \( BR = 1.26 \). This implies the applicability of the models for different conditions than what they were trained on. The \( R_{yy} \) component is better predicted for model KCI.R.1b and KCI.R.thin.1 in the case of the thicker slot, although both models performed poorer in the case of the thin lip as compared to the baseline RANS model in terms of overall magnitude. However, the general shape of the profile is still captured with the trained models. Results from the model trained in a different region, KCI.R.1f, are included in Fig. 9 as well and show that for both components of the Reynolds stress tensor, particularly \( R_{xx} \), the improvement over the baseline model is not as good as for the other models, suggesting that training region 1 (see Fig. 7, top) produces better results.

**Comparison of modelled and LES Heat Flux Vector**

The trained heat flux models are now tested a-priori using the constructed invariants from the converged RANS field to compare the modeled heat flux to the actual heat flux vector from the LES dataset. In a flow domain for which the temperature gradient is dominant in the \( y \) direction, the streamwise heat flux tends to be under predicted using the eddy-diffusivity model. Using a model based on the generalized gradient diffusion hypothesis would in theory give better prediction of the heat flux especially in the streamwise direction. In this comparison, the modeled form of the heat flux vector can take either the form of the gradient diffusion hypothesis or the generalized gradient diffusion hypothesis seen in equations (11) and (12), respectively.

From Fig. 11a and 12a, it can be inferred that the mechanism driving the decrease of the wall temperature is due to both the negative streamwise and wall normal heat flux. It is also evident that the wall-normal heat flux is in general larger than the streamwise heat flux, especially in the wake region behind the lip wall. The dominant region where the flux is largely negative is mostly concentrated...
in a region right behind the lipwall and away from the lower wall. In the vicinity of the lower wall, both the streamwise and wall-normal heat flux components are much smaller in magnitude although the wall-normal heat flux play a greater role in the transport of heat away from the wall. Heat flux models based on the gradient diffusion hypothesis (HF.1) appear to be unable to produce the correct magnitude of the streamwise heat flux component without over predicting wall-normal heat flux. With respect to the LES heat flux, it can be seen that the heat flux produced by HF.1 model over predicts the wall-normal and under predicts the streamwise heat flux. In contrast, the machine learnt heat flux model (HF.2) based on the generalized gradient diffusion hypothesis is able to provide the best prediction of both the streamwise and wall-normal heat flux components when compared to the LES data, especially the near-lip wall region. To illustrate the effect of a change in training region, another flux model was trained using a domain between $0 < x/s < 30$ instead. A comparison of the adiabatic wall effectiveness obtained from the above-mentioned heat flux models is made in the next section.

**Adiabatic Wall Effectiveness of Trained Models**

In Fig. 13a it can be seen that the adiabatic wall effectiveness of the cases using the KCl.R.1b and KCI.R.thin.1 RANS models show significant improvement over the baseline $k-\omega$ SST model, resulting in a very good comparison with both LES and the experiment [1]. Of particular interest is that the model KCl.R.1b, trained using the thick-lip LES dataset, produces almost the same adiabatic wall effectiveness as the model KCl.R.thin.1, trained using the thin-lip LES dataset. Further, applying the models trained using...
the LES dataset at $BR = 1.26$ to different blowing ratios of the thin lip geometry leads to a significant improvement in RANS prediction of adiabatic wall effectiveness, as shown in Fig. 13b-c. Taken together, these results suggest that the developed models, using the same training region and blowing ratio, are robust to changes in geometry and flow condition.

However, when performing RANS using the newly trained models on the thick-lip case with $t/s = 1.14$, a much wider spread of the results can be observed (see Fig. 14). Using models KCI.R.1b, KCI.R.thin.1 and KCI.R.1f again an improvement over the baseline model results can be observed, with little difference between the models. However, the results are by far not as close to the reference data as for the thin-lip case. This is mainly due to the fact that in the thick-lip geometry the error in the scalar flux model is more significant than in the thin-lip case. Thus for the thick-lip case training only a RANS model is not sufficient and additionally a trained heat-flux model needs to be considered. Figure 14 also includes the results from the combined RANS and flux models KCI.R.1b-HF.1, KCI.R.1b-HF.2, KCI.R.1b-HF.3. For all three trained heat-flux models, combined with the most successful RANS model KCI.R.1b, the results improve further over the baseline model and the trained RANS-only model cases. A comparison of the GDH model, KCI.R.1b-HF.1, and the GGDH model, KCI.R.1b-HF.2, shows that the correct prediction of the streamwise heat flux just in the wall region downstream of the lip is necessary to obtain a better match in adiabatic wall effectiveness to the LES results. In particular KCI.R.1b-HF.2 succeeds in approximating the
Different \( GDH \) models were generated using different training regions and it was found that none of these models were able to match the LES results closely, although they still performed significantly better than results based on the standard eddy-diffusivity model. The large difference between models KCI.R.1b-HF.2 and KCI.R.1b-HF.3, trained in different regions, shows that the adiabatic wall effectiveness is very sensitive to the change in the flux model training region as the temperature field is explicitly dependent on the modelled heat flux term in its transport equation.

Overall, the models presented so far therefore are able to significantly improve the prediction of the adiabatic wall effectiveness for both geometries, although with one caveat. When using the most successful Reynolds stress model developed for the thick-lip case (equation 16a) combined with the heat flux model (equation 17b), denoted KCI.R.1b-HF.2, on the thick-lip case, the adiabatic wall effectiveness is predicted well (see Fig. 14). However, on the other hand, when using the best model combination obtained for the thick-lip case, KCI.R.1b-HF.2, on the thin-lip case, \( \eta_{\text{wall}} \) is under predicted (not shown in Fig. 13). This behavior can be explained by having another look at the instantaneous temperature fields shown in Fig. 2. For the thick trailing-edge case, low-frequency vortex shedding is produced by the trailing edge that persists for a long distance downstream, while in the thin trailing-edge case the vortex shedding frequency is higher and does not persist as long downstream, in particular when looking at the URANS result. For the thin-lip case, it was also found that the error in heat flux modelling between baseline RANS and LES was smaller than in the thick lip case. This implies that by training a RANS model that can produce a flow field that more closely matches the reference data might suffice in order to obtain a good prediction of \( \eta_{\text{wall}} \), as indeed observed in Fig. 13. On the other hand, for the thick-lip case, a heat flux model needs to be trained in conjunction with a RANS model to improve \( \eta_{\text{wall}} \) predictions. However, as trained RANS models are not able to predict an accurate flow field, as indicated by the Reynolds stress components, see Figs. 9-10, the trained heat flux models are at risk of overcompensating in order to obtain the correct temperature field based on an inaccurate flow field. In order to address this issue, a future study using unsteady RANS will be conducted with the aim of obtaining accurate flow and temperature fields for different geometries using only one set of trained models.

**Conclusion**

A Gene Expression Programming based machine-learning technique has been applied for the development of non-linear turbulence and heat transfer closure models suited for steady RANS calculations of a fundamental trailing-edge slot. Highly resolved large-eddy simulations were initially performed for two different trailing-edge slot thicknesses and were shown to agree well with experimental data [1], thus providing suitable training data for model development. RANS calculations using a linear stress-strain model and eddy-diffusivity based heat flux models were conducted of the same cases for comparison, showing the well known over prediction of adiabatic wall effectiveness. The LES data were used to identify deficiencies in the baseline RANS calculations. It was shown that the turbulent stress tensor is poorly aligned with the strain rate tensor, in particular in the near wall region, justifying the use of the mean squared error of the anisotropy tensor as a cost function for the RANS model development, and explaining the use of the near-wall region as most successful training region.

The machine-learnt models were then applied to both thin and thick trailing-edge slot geometries to assess their performance. The comparison of the Reynolds stress profiles show that the trained RANS models are able to provide somewhat better prediction of the normal components of the Reynolds stress tensor in both the thick and thin lip cases when compared with the baseline results, without penalty of performance for the shear component. However, importantly, it is found that the trained turbulence model in conjunction with the standard eddy-diffusivity model can achieve a good match with the reference data for the thin lip geometry in terms of the adiabatic wall effectiveness. This was also the case when this combination (i.e. the RANS model trained using the LES dataset at \( BR = 1.26 \) and the standard eddy-diffusivity model) was applied to different blowing ratios of the thin lip geometry. The trained non linear models also improve the prediction of adiabatic wall effectiveness for the thick-lip case, although the results do not agree well with the reference data.

Extracting the thermal diffusivity from the LES data revealed significant spatial gradients that cannot be represented by an eddy-diffusivity model, thus motivating the use of the GEP algorithm for turbulent heat flux model development. For the turbulent heat flux models, the strain rate and vorticity tensors and the temperature gradient vector were used to construct the basis functions. The LES data showed that the streamwise heat flux is the least important component. It was found that a modeled form of the heat flux vector based on the generalized gradient diffusion hypothesis provided a better match to the LES heat flux especially in terms of the streamwise heat flux component. This resulted in good predictions of the adiabatic wall effectiveness even for the thick lip case when using the trained heat flux model with a non-linear trained RANS closure. Thus, a set of models has been developed and presented, each producing accurate predictions of the adiabatic wall effectiveness for the respective, topologically different, cases of thick and thin trailing edges.

Applying the combination of non-linear turbulence and heat flux models best suited for the thick lip case to the thin lip case, an under prediction of the adiabatic wall effectiveness is found. This is most likely due to the fact that the steady RANS does not feature the large-scale vortex shedding present in the thick trailing edge case and thus the heat flux model developed for the thick-lip case is overcompensating for the lack of mixing due to the deterministic unsteadiness. To address this, the next logical step in developing a machine-learning framework for non-linear turbulence and heat
flux modeling is the consideration of unsteady RANS and models developed specifically in that context.
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NOMENCLATURE

\( \alpha_{ij} \) non-dimensional anisotropy tensor
\( c_\mu \) turbulence model constant; 0.09
\( I_{\text{slot}} \) inlet slot turbulence intensity
\( I_{\text{main}} \) inlet main turbulence intensity
\( k \) turbulent kinetic energy
\( l_t \) turbulent length scale
\( Pr \) Prandtl number
\( Pr_t \) turbulent Prandtl number
\( S_{ij} \) strain rate tensor
\( U_b \) inlet slot bulk velocity
\( U_{f_s} \) inlet main free-stream velocity
\( \alpha_\eta \) Thermal Diffusivity
\( \eta_{\text{wall}} \) adiabatic wall effectiveness, \( \frac{T_{\text{wall}}-T_{f_s}}{T_{\text{slot}}-T_{f_s}} \)
\( \nu_t \) turbulent viscosity
\( \nu \) kinematic viscosity
\( \rho \) density
\( \tau_{ij} \) Reynolds stress tensor
\( \Omega_{ij} \) rotation rate tensor

Abbreviations

\( BR \) blowing ratio
\( GDH \) gradient diffusion hypothesis
\( GGDH \) generalised gradient diffusion hypothesis

Superscripts and Subscripts

\( f_s \) free-stream
\( \text{LES} \) LES quantity
\( \text{mod} \) modeled quantity
\( s \) slot height
\( t \) slot lip thickness
\( \text{w} \) wall
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