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Abstract: Observations and predictions of near-zero non-negative variables such as aerosol, water vapor, cloud, precipitation and plankton concentrations have uncertainty distributions that are skewed and better approximated by gamma and inverse-gamma probability distribution functions (pdfs) than Gaussian pdfs. Current Ensemble Kalman Filters (EnKFs) yield suboptimal state estimates for these variables. Here, we introduce a variation on the EnKF that accurately solves Bayes’ theorem in univariate cases where the prior forecasts and error prone observations given truth come in (gamma, inverse-gamma) or (inverse-gamma, gamma) or (Gaussian, Gaussian) distribution pairs. Since its multivariate extension is similar to an EnKF, we refer to it as the GIGG-EnKF or GIGG where GIGG stands for Gamma, Inverse-Gamma and Gaussian. The GIGG-EnKF enables near-zero semi-positive definite variables with highly skewed uncertainty distributions to be assimilated without the need for observation bias inducing lognormal or Gaussian anamorphosis non-linear transformations. In the special case that all observations are treated as Gaussian, the GIGG-EnKF gives identical results to the original EnKF. A multi-grid-point and multi-variable idealized system was used to compare and contrast the data assimilation performance of the GIGG with that of both the perturbed observation and deterministic forms of the EnKF. This test system featured variables and observation types whose uncertainty distributions approximate Gaussian, gamma and inverse-gamma distributions. The normalized analysis error variance of the GIGG ensemble mean was found to be significantly smaller than that of the EnKFs. The higher moments of the analyzed ensemble distributions were tested by subjecting the
ensemble members to non-linear “forecast” mappings. The normalized mean square error of the mean of the corresponding GIGG forecast ensemble was found to be less than a 3\textsuperscript{rd} of that obtained from either form of the original EnKF.
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1. Introduction

The accurate probabilistic estimation of the state of some system from prior information and recent observations is fundamental to a wide range of endeavors in science, engineering and finance. In meteorology and oceanography, the process of combining prior information from a model forecast with recent observations is called data assimilation (Kalnay, 2004). Ensemble data assimilation attempts to represent the distribution of truth after the assimilation of recent observations in terms of a $K$ member ensemble of state estimates.

From a theoretical perspective, current operational data assimilation techniques (Rabier et al., 2000, Xu et al., 2005, Bonavita et al., 2012, Clayton et al., 2013, Wang et al., 2013, Kuhl et al, 2013) are designed to be accurate in the case where the distribution of truth given prior information is a multi-variate Gaussian distribution and the distribution of observations given a particular truth is also Gaussian and independent of the value of the truth. The degree of inaccuracy in these systems increases as the non-
Gaussianity of these systems increases. Near zero positive definite variables whose distributions are such that their standard deviations are of the same order of magnitude as their means are inevitably skewed and non-Gaussian. Such variables include high impact weather and climate variables such as those pertaining to aerosols (O’Neill et al., 2000, Saide et al., 2012) rainfall (Errico et al., 2001, Simpson, 1972, Husak et al., 2007), water-vapor-mixing-ratio (Kliwer et al., 2015), cloud-water/ice concentrations (Willis, 1984, Vivekanandan et al., 2004), phytoplankton (Pelc et al., 2012) and sea-ice (Wadhams et al., 1987, Lange and Eicken, 1991).

Some of these distributions are better approximated by gamma, inverse-gamma or lognormal probability density functions (pdfs) than Gaussian pdfs. Figure 1 compares and contrasts Gaussian, gamma, inverse-gamma and lognormal pdfs.

When the mean of a gamma, inverse-gamma or lognormal pdf is the same order of magnitude as its standard deviation, its shape is very different to the corresponding Gaussian pdf (blue and green curves). While the Gaussian distribution is symmetric and permits negative values, with gamma, inverse-gamma and lognormal pdfs, only non-negative quantities are assigned non-zero probability densities and the distributions are highly skewed.

In contrast, when the standard deviations are much smaller than the means (red curves on Figure 1), gamma, inverse-gamma and lognormal pdfs all take on shapes very similar to the corresponding Gaussian distributions. Note that while both inverse-gamma and lognormal pdfs always assign a probability density of zero to the value zero, the
gamma pdf allows large values of probability density to be assigned to the value zero. A secondary difference is the fact that for the same relative variance, the inverse gamma and lognormal pdfs are more highly skewed than the gamma pdf. Though qualitatively very similar to the lognormal pdf, the inverse-gamma pdf generally assigns less probability density to values near zero than the lognormal pdf.

The gamma and lognormal pdf have been widely used to characterize prior climatologies of rainfall (Simpson, 1972, Cho et al., 2004, Husak et al., 2007), rain and cloud parameterizations (Clark, 1974, Bougeault, 1982, Willis, 1984, Vivekanandan et al., 2004). Campbell (1995, Figure 4) shows that the lognormal pdf gives a reasonable fit of observed distributions of chlorophyll fluorescence. O’Neill et al. (2000) used lognormal distributions to approximate observed aerosol optical depths. Errico et al. (2001) used the lognormal distribution to characterize the distribution of forecast errors due to uncertainty in convective parameterizations. Lien et al.’s (2013) Figure 1a suggests that a gamma pdf would closely match the climatological pdf of rainfall in their simplified global atmospheric model. However, in their data assimilation experiments, Lien et al. (2013) assimilate a Gaussian anamorphosis transformation of precipitation observations in a data assimilation scheme designed for Gaussian uncertainties. Kliewer et al. (2015) used the lognormal pdf to characterize the prior distribution of water vapor mixing ratio in a data assimilation scheme designed for Gaussian variables. Similarly, Saide et al. (2015) assumed that both the background uncertainty associated with aerosol
number concentration and the uncertainty associated with an observation of cloud droplet number concentration could both be described by lognormal distributions.

If one could find an observing instrument for which the pdf of error-prone observed values $y^o$ given a single true value $y$ was given by the lognormal likelihood

$$
\text{pdf} \ L(y^o | y) = \frac{1}{y^o \sigma \sqrt{2\pi}} \exp \left[ -\frac{\ln(y^o) - \ln(y)}{2\sigma^2} \right]
$$

then it would be trivial to include this observation type in a data assimilation scheme designed to assimilate variables having Gaussian uncertainty distributions because, in this case, the pdf of $\ln(y^o)$ is Gaussian with a variance of $\sigma^2$ and a mean that is unbiased in the sense that the average value of $\ln(y^o)$ over all possible observations given the true value $\ln(y)$ is equal to $\ln(y)$; i.e.,

$$\langle \ln(y^o) \rangle = \ln(y).$$

Hence, in this case, one could just take the logarithm of the observation and assimilate it into a data assimilation scheme designed for Gaussian variables. The simplicity of this approach may be part of the reason that it was employed by both Kliewer et al. (2015) and Saide et al. (2015).

However, in order for this simple approach to yield unbiased analyses, $\ln(y^o)$ must be an unbiased estimate of $\ln(y)$. But if indeed $\langle \ln(y^o) \rangle = \ln(y)$ then, by the standard formula for the mean of a lognormal distribution,

$$\langle y^o \rangle = \exp \left[ \ln(y) + \frac{\sigma^2}{2} \right] = y \exp \left( \frac{\sigma^2}{2} \right)$$

and hence the raw observation $y^o$ would be a
biased estimate of the true value $y$ and that bias would depend on the measurement error variance. Conversely, if $y^o$ was an unbiased estimate of $y$ then $\ln(y^o)$ would be a biased estimate of $\ln(y)$ and the approach of using a data assimilation scheme designed for Gaussian variables to assimilate the logarithm of raw observations would lead to systematically biased state estimates.

It can be shown that non-linear transformations of unbiased observations result in transformed observations that are biased. This bias depends on the observation error of representation, which depends on the strength of local gradients and sub-grid scale eddies, which are both extremely difficult to accurately predict. Consequently, the problem of removing the flow dependent observation bias induced by taking non-linear transformations of observations (such as a logarithmic or Gaussian anamorphosis transformation) is non-trivial.

In order to more accurately estimate the state of variables whose prior and observation likelihood pdfs can be approximated by the curves given in figure 1 while avoiding the flow-dependent-observation-bias problems incurred by assimilating non-linear functions of the observations, we introduce a new ensemble based approach (the GIGG-EnKF) that is not only accurate for symmetric Gaussian like distributions but also for gamma and inverse-gamma distributions. In addition to being perfectly suited to the assimilation of variables whose uncertainty is best described by gamma and/or inverse gamma pdfs, given the similarity of gamma and inverse-gamma pdfs to log normal pdfs,
the GIGG-EnKF could be used on variables whose uncertainty has previously been modelled as lognormal. These variables include water-vapor-mixing ratio (Kliewer et al., 2015), aerosol number concentration and droplet number concentration (Saide et al., 2015). They also include the previously mentioned variables whose prior climatologies approximately follow gamma, lognormal or inverse gamma pdfs such as rainfall, chlorophyll fluorescence, and ice concentrations.

The multi-variate GIGG-EnKF algorithm may be viewed as a particular form of Anderson’s (2003) generalized two-stage ensemble filter. In the first stage, the prior ensemble forecast of an observation is updated by assimilating a single observation using an appropriate choice of one of three distinct equation sets: the GIG equation set, which is designed for a prior ensemble drawn from a Gamma pdf and an Inverse-Gamma observation likelihood; an IGG equation set, which is designed for an Inverse Gamma prior and a Gamma likelihood; and a G or Gaussian equation set designed for Gaussian forecast and observation uncertainty. In the second stage, linear regression is used to estimate the changes in the state estimate of the extended model-plus-observed-variables state vector due to the assimilation of the observation. The procedure is then repeated for the next observation, and so on, until all observations are assimilated.

It can be shown (e.g. Bishop et al., 2015) that all-at-once assimilation is identical to serial assimilation for, say, a perturbed observations EnKF with no covariance localization. Hence, one could choose to group together all the observations likely to satisfy Gaussian assumptions and then assimilate them all-at-once or in batches using
ones preferred flavor of perturbed observations ensemble data assimilation scheme: EnKF, 4D-variational or otherwise. As detailed in Section 5, in this scenario, only the non-Gaussian observations would be serially assimilated using the GIGG-EnKF.

Other approaches for dealing with non-Gaussianity include variable transformation approaches (e.g. Zhou et al., 2011 and Amezcua and van-Leeuwen, 2014), particle filters (e.g. van Leeuwen and Ades, 2013) and higher order EnKFs (e.g. Hodyss, 2012 and Hodyss and Campbell, 2013). The performance differences between these methods, the aforementioned lognormal approaches and the GIGG no doubt depend on the extent to which the particular test system considered satisfies the assumptions of the various methods. A detailed exposition of these performance differences is beyond the scope of this paper.

The high profile of EnKFs in state estimation across a wide variety of fields is evident in the number of papers and citations associated with them found in scholarly databases. In meteorology, they are widely used in research (e.g. Anderson et al., 2009) and also in operations (e.g. Houtekamer et al., 2005 and Whitaker et al., 2008). This paper shows how the GIGG variation allows the EnKF to accurately accommodate a much broader range of uncertainty distributions with few coding changes and little additional computational expense.

Section 2 describes how GIGG produces an analysis ensemble in the special case where the prior distribution can be described by a gamma pdf and the likelihood pdf of observations given truth is given by an inverse-gamma pdf; we refer to this particular
case as the GIG case. Section 3 does the same for the case where the prior is an inverse-gamma pdf and the observation likelihood is a gamma pdf; we refer to this case as the IGG case. Section 4 measures the similarity of the pdfs randomly sampled by the GIGG-EnKF with the true posterior pdfs over a range of parameter values. Section 5 shows how Anderson’s (2003) ensemble regression approach can be used to arrive at a multivariate perturbed observations GIGG-EnKF that can be summarized in a concise algorithm. Section 6 describes the idealized multi-grid point, multi-variable system used to compare and contrast the performance of the GIGG filter with that of the perturbed observations and deterministic form of the EnKF (see Tippett et al. 2003 for a description of these two types of EnKFs). Results of the experiments with the idealized model are discussed and interpreted in Section 7. Section 8 summarizes the paper.

2. Univariate GIG (gamma prior and inverse-gamma observation likelihood)

2.1 Analytic solution

Let \( y^f_j \) denote the ith member of a prior ensemble forecast of the jth observation \( y^o_j \) of the true state \( y_j \). We suppose that the continuous prior pdf of true values \( y_j \) that \( y^f_j \) randomly samples is given by a gamma (\( \gamma \)) pdf of the form
\[ \rho_{\text{prior}} (y_j) = \frac{1}{\Gamma\left[ (P_f^r)^{-1} \right]} \frac{1}{y_j} \left( (P_f^r)^{-1} \frac{y_j}{\langle y_j' \rangle} \right)^{(P_f^r)^{-1}} \exp \left( - (P_f^r)^{-1} \frac{y_j}{\langle y_j' \rangle} \right) \]

(1)

where \( \langle y_j' \rangle \) is the mean of the prior distribution and \( P_f^r = \frac{\text{var}(y_j)}{\langle y_j' \rangle^2} \) is the type 1 relative error variance of the prior distribution. Note that if a \( K \) member ensemble forecast is available that randomly samples this prior distribution then one can make the approximations

\[ \langle y_j' \rangle \approx \frac{1}{K} \sum_{i=1}^{K} y_j' = \overline{y}_j \quad \text{and} \quad P_f^r \approx \frac{1}{K-1} \sum_{i=1}^{K} \left( y_j' - \overline{y}_j \right)^2 \left( \overline{y}_j \right)^2. \]

Examples of gamma pdfs are given in Figure 1.

To keep track of the notation used in this paper, refer to Table 1.

Note that in order to make the connection between gamma pdfs and the error variances used in EnKFs clearer, in (1) we have deliberately departed from the usual practice of describing gamma pdfs in terms of shape and scale parameters \( k \) and \( \theta \). The mean and relative variance are related to these parameters via the equations

\[ k = \left( P_f^r \right)^{-1} \]

and \( \theta = \left( \frac{\text{var}(y_j)}{\langle y_j' \rangle^2} \right) P_f^r. \]
Now suppose that the pdf \( L(y'_j \mid y_j) \) of observed concentrations \( y'_j \) given a true \( y_j \) is described by an inverse gamma pdf so that for a fixed truth \( y_j \)

\[
L(y'_j \mid y_j) = [y_j \left( \tilde{R}^{-1}_j \right) - \left( \kappa_j \right)^{-1} + 1]^{-1} \left( \frac{\exp\left(-\left( \tilde{R}^{-1}_j \right) y_j \right)}{\Gamma\left( \left( \tilde{R}^{-1}_j \right) + 1 \right)} \right) 
\]

where \( \tilde{R}_j = \frac{\text{var}(y'_j - y_j)}{(y_j)^2 + \text{var}(y'_j - y_j)} = \frac{\text{var}(\varepsilon'_o)}{(y_j)^2 + \text{var}(\varepsilon'_o)} \) is the type 2 relative observation error variance and \( \varepsilon'_o \) is an observation error. Note that, by definition, \( 0 \leq \tilde{R}_j \leq 1 \). It can be shown that the mean of the distribution of observations \( y'_j \) given a fixed \( y_j \) is equal to \( y_j \). Thus, (2) ensures that the mean observation error is zero and hence that the observation is unbiased.

Inverse gamma pdfs are often expressed in terms of the parameters \( \alpha \) and \( \beta \) where \( \alpha = \left( \tilde{R}^{-1}_j \right) + 1 \) and \( \beta = y_j \left( \tilde{R}^{-1}_j \right) \). See Fig. 1 for examples of inverse gamma pdfs.

By Bayes' theorem, the posterior pdf of \( y_j \) given \( y'_j \) is

\[
\rho_{\text{post}}(y_j \mid y'_j) = \frac{L(y'_j \mid y_j)\rho_{\text{prior}}(y_j)}{\int_0^\infty L(y'_j \mid y_j)\rho_{\text{prior}}(y_j)dy_j} \quad (3)
\]
In Appendix A, we show that with (1) and (2), this posterior is given by the gamma pdf

\[
\rho_{\text{post}}(y_j | \mathbf{y}_j^a) = \frac{1}{\Gamma((\Pi_j)^{-1})} \left\{ \left( y_j/j \right)^{(\Pi_j)^{-1}-1} \exp \left[-\left(\Pi_j\right)^{-1} \frac{y_j}{\mathbf{y}_j^a} \right] \right\}^{-1},
\]

with type 1 relative error variance \(\Pi_j\) and mean \(\mathbf{y}_j^a\) respectively given by

\[
\Pi_j = \left[ \left( \bar{R}_j \right)^{-1} + \left( \bar{P}_j \right)^{-1} \right]^{-1} = \bar{P}_j - \bar{P}_j \left( \bar{P}_j + \bar{R}_j \right)^{-1} \bar{P}_j, \quad \text{and}
\]

\[
\frac{1}{\mathbf{y}_j^a} = \frac{1}{\mathbf{y}_j^f} + \frac{\bar{P}_j}{\bar{R}_j + \bar{P}_j} \left[ \frac{1}{\mathbf{y}_j^o} - (\bar{R}_j + 1) \frac{1}{\mathbf{y}_j^f} \right].
\]

In (5) \(\bar{P}_j = \frac{\text{var}(y_j)}{\mathbf{y}_j^f + \text{var}(y_j)} = \left[ (\bar{P}_j)^{-1} + 1 \right]^{-1}\) is the type 2 relative forecast error variance.

Note the high degree of similarity between the equation for the posterior type 1 relative error covariance and that for the analysis error covariance of a Kalman filter (see, for example, Kalnay, 2004). Note also that in the equation for the mean of the posterior distribution, a counterpart of the Kalman gain matrix appears. However, this gain matrix is applied to a difference of the inverse of the observation and an inverse of the prior mean and hence, in this respect, the update equation for the posterior mean is radically different to the Kalman update. This difference is particularly noticeable in the limit of infinite observation error variance where \(\bar{R}_j \to 1\) and (5) becomes

\[
\left( \Pi_j \right)^{-1} = (\bar{P}_j)^{-1} + 1 = (\bar{P}_j)^{-1} + 2
\]

\[
\frac{1}{\mathbf{y}_j^a} = \frac{1}{\mathbf{y}_j^f} \left[ \frac{1 - \bar{P}_j}{1 + \bar{P}_j} \right] + \frac{1}{\mathbf{y}_j^o} \left[ \frac{\bar{P}_j}{1 + \bar{P}_j} \right].
\]
Thus, both the posterior mean and Type 1 relative error variance are changed by observations even when the observation error variance is infinite. This is a direct consequence of the fact that an inverse-gamma observation likelihood always assigns zero probability density to the possibility of the truth being equal to zero when the observation is non-zero – even when the observation error variance is infinite; i.e. there is structure and hence information in the observation likelihood even when its positive tail has become so long that its variance is infinite. Similarly, the posterior mean is different from the observed value even when the forecast error variance tends to infinity $\tilde{P}_f \rightarrow 1$. This is because as $\tilde{P}_f \rightarrow 1$ the probability density of the prior truth being equal to zero tends to infinity at the same time that the variance tends to infinity. This pronounced effect on the shape of the prior causes it to influence the shape of the posterior even though the prior variance is infinite. To summarize: unlike Gaussian pdfs, gamma and inverse-gamma pdfs do not become flat as their variances become infinite; hence, infinite variance gamma and inverse-gamma pdfs are not uninformative. Note however, that these infinite variance cases are of purely academic interest because the variance of the prior is bounded by the climatological variance of the variable being considered and observational instruments are unlikely to be deployed unless the variance of their likelihood pdfs is less than the climatological variance.

Also note that even though the gamma pdf can assign finite probability-density to the value zero, it is incapable of describing a variable that has a finite probability of being
equal to zero. To see this, recall that in order to obtain the probability of a variable lying between two distinct values, one integrates the variable’s pdf between these two values. Hence, to obtain the probability of zero occurring one must integrate the pdf from zero to some infinitesimally small positive value. For gamma pdfs that assign finite probability densities to zero, this integral will be equal to zero in the limit of a vanishingly small interval about zero. Hence, despite the fact that gamma pdfs can assign non-zero probability densities to zero, they do not provide a good model of the distribution of a variable that has a finite probability of being equal to zero. Nevertheless, the gamma pdf could be adapted for such variables (e.g. rain-rate) by using a pdf that is a linear sum of a Dirac delta function at zero and a gamma pdf.

2.2 GIGG analysis ensemble generation for GIG case

To generate an analysis ensemble whose density is consistent with (4) from a forecast ensemble that is drawn from a gamma distribution, we determine the posterior sample mean \( \bar{y}_j^a \) using

\[
\frac{1}{\bar{y}_j^a} = \frac{1}{y_j^f} + \frac{\hat{P}_j^r}{\hat{R}_j^r + \hat{P}_j^r} \left[ \frac{1}{y_j^o} - \left( \hat{R}_j^o + 1 \right) \frac{1}{y_j^f} \right]
\]

where the overbar indicates the ensemble mean. The update of the ensemble perturbations is a little less straight-forward.

In the perturbed observations approach for generating a posterior ensemble (Burgers et al., 1998), one uses a stochastic form of the Kalman equation for updating the
mean. It is made stochastic by replacing the prior mean by an individual member of the prior ensemble and by replacing the observation by a perturbed observation. The perturbed observation is created by simply adding a random draw from a Gaussian distribution whose mean is equal to the actual observation and whose variance is equal to the observation error variance. The result is a stochastic equation that produces an ensemble whose density would satisfy Bayes’ theorem in the special case of a Gaussian prior, a Gaussian observation-likelihood and a very large ensemble size.

Here, we give a corresponding stochastic equation for the case of a gamma prior and an inverse-gamma observation-likelihood. Using (i) trial and error together with the constraint that the type 1 relative variance of the posterior ensemble must satisfy the first line of eq. (5), and (ii) the fact that the density function derived from the posterior ensemble should closely approximate the analytical posterior pdf, the stochastic equation

$$\frac{y^\alpha_{ji} - y^\alpha_f}{y^\alpha_f} = \frac{(y^f_{ji} - y^f_f)}{\sqrt{(y^f_f)^2 + \text{var}(y^f_{ji})}}$$

$$+ \hat{P}_f^b(\hat{P}_f + \hat{R}_f)^{-1} \left[ \frac{(y^{\text{gig}}_{ji} - \langle y^{\text{gig}}_{ji} \rangle)}{\sqrt{(y^{\text{gig}}_j)^2 - 2 \text{var}(y^{\text{gig}}_{ji})}} - \frac{(y^f_{ji} - y^f_f)}{\sqrt{(y^f_j)^2 + \text{var}(y^f_{ji})}} \right] \quad (7)$$

was developed. In (7), $y^{\text{gig}}_{ji}$ is the counterpart of the perturbed observations used in EnKFs but it is not a Gaussian variable. Experimentation showed that in order for (7) to produce an ensemble with the correct posterior density, $y^{\text{gig}}_{ji}$ had to be a random sample.
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from the pdf that is directly proportional to the function of \( y_j \) obtained when \( y_j^o \) is fixed at its observed value in the observation-likelihood pdf given by (2). Appendix B shows that this pdf is the gamma pdf with type 1 relative variance \( R_j^{gig} \) and mean \( \langle y_j^{gig} \rangle \) given by

\[
\left[ \frac{1}{(R_j^{gig})^{-1} + 3} \right] \text{ and } \langle y_j^{gig} \rangle = \left[ \frac{(R_j^r)^{-1} + 2}{(R_j^{gig})^{-1}} \right] y_j^o = \left[ \frac{(R_j^r)^{-1} + 2}{(R_j^{gig})^{-1} - 2} \right] y_j^o,
\]

respectively. Since \( \text{var}(y_j^r) = R_j^{gig} \langle y_j^{gig} \rangle^2 \) and \( (R_j^{gig})^{-1} = \left[ (R_j^r)^{-1} + 2 \right] \), it follows that

\[
\tilde{R}_j^r = \frac{1}{1 - 2R_j^{gig}} = \frac{\langle y_j^{gig} \rangle^2 R_j^{gig}}{\langle y_j^{gig} \rangle^2 - 2R_j^{gig} \langle y_j^{gig} \rangle^2} = \frac{\text{var}(y_j^{gig})}{\langle y_j^{gig} \rangle^2 - 2 \text{var}(y_j^{gig})}
\]

and hence

\[
\left( \frac{y_j^o - \langle y_j^{gig} \rangle}{\sqrt{\langle y_j^{gig} \rangle^2 - 2 \text{var}(y_j^{gig})}} \right)^2 = \tilde{R}_j^r.
\]

As shown in Appendix C, equation (10) ensures that the analysis perturbations generated by (7) are consistent with the theoretically determined posterior relative error variance given by the first line of (5). Specifically, Appendix C shows that

\[
\left( \frac{y_j^o - \langle y_j^{gig} \rangle}{y_j^o} \right)^2 = \tilde{P}_j^r - \tilde{P}_j^r (\tilde{P}_j^r + \tilde{R}_j^r)^{-1} \tilde{P}_j^r = \Pi_j^r.
\]

Although, we have only been able to analytically prove that (6) and (7) give the correct 1st and 2nd moments of the posterior distribution, in Section 4 we show that, for large
ensembles, (6) and (7) yield ensembles whose associated density is very close to the true posterior pdf.

We conclude this section by making the somewhat obvious observation that individual ensemble members can be derived from (7) using the fact that

\[ y_{ji}^\alpha = \left[ \frac{y_{ji}^\alpha - \bar{y}_j^\alpha}{y_j^\alpha} \right] \bar{y}_j^\alpha + \bar{y}_j^\alpha. \]  (12)

3. Univariate IGG (inverse-gamma prior and gamma observation likelihood)

3.1 Analytic solution

Now consider the case where the prior distribution of true values \( y_j \) of the observed variable is given by an inverse-\( \gamma \) pdf of the form

\[
\rho_{\text{prior}}(y_j) = \frac{
\left( (\tilde{P}_j^\rho)^{-1} \langle y_j^\rho \rangle \right)^{\frac{(\tilde{P}_j^\rho)^{-1} + 1}{2}}}{\Gamma\left( \left( (\tilde{P}_j^\rho)^{-1} + 1 \right) \right)} y_j^{-\left( (\tilde{P}_j^\rho)^{-1} + 1 \right)} \exp \left( -\left( \tilde{P}_j^\rho \right)^{-1} \frac{\langle y_j^\rho \rangle}{y_j} \right)
\]  (13)

The scale parameter \( \beta \) and shape parameter \( \alpha \) typically associated with inverse-gamma functions are related to the prior type 2 relative error variance \( \tilde{P}_j^\rho \) and prior mean \( \langle y_j^\rho \rangle \) via the equations

\[
\alpha = \left( (\tilde{P}_j^\rho)^{-1} + 1 \right) \quad \text{and} \quad \beta = (\alpha - 1) \langle y_j^\rho \rangle = (\tilde{P}_j^\rho)^{-1} \langle y_j^\rho \rangle
\]  (14)

Now suppose that the observation likelihood pdf \( L\left( y_j^\rho \mid y_j \right) \) is given by the gamma pdf
\[ L(y^o_j | y_j) = \frac{1}{\Gamma[(R'_j)^{-1}]} (R'_j)^{-1} (y^o_j)^{(n_j)^{-1}} \left( \frac{1}{y_j} \right) \exp \left( - (R'_j)^{-1} \frac{y^o_j}{y_j} \right) \] (15)

where \( R'_j = \frac{\text{var}(y^o_j)}{\text{var}(y_j)^2} = \frac{\text{var}(\varepsilon^o)}{\text{var}(y_j)^2} \) is the type 1 relative observation error variance. In this case the shape parameter \( k \) and scale parameter \( \theta \) normally used to describe gamma pdfs are related to \( y_j \) and \( R'_j \) through the relations \( k = (R'_j)^{-1} \) and \( \theta = y_j R'_j \). Note that for a fixed true value \( y_j \) of the observed variable, the mean of the pdf of observations given by (15) satisfies \( \langle y^o_j \rangle = y_j \) and hence equation (15) describes the stochastic errors of an observing instrument that is unbiased.

In Appendix D, we show that the posterior pdf given an inverse-gamma prior and gamma observation likelihood is itself an inverse gamma pdf of the form

\[ \rho_{\text{post}}(y_j | y^o_j) = \frac{\left( \frac{\Gamma[(\tilde{\Pi}'_j)^{-1}]}{\Gamma[(\tilde{\Pi}'_j)^{-1} + 1]} \right)^{\frac{1}{2}} y_j^{-\frac{1}{2}[(\tilde{\Pi}'_j)^{-1} + 1]}}{\Gamma[(\tilde{\Pi}'_j)^{-1} + 1]} \left( y_j \right)^{\left( \frac{1}{2}[(\tilde{\Pi}'_j)^{-1} + 1] \right)} \exp \left[ - (\tilde{\Pi}'_j)^{-1} \frac{y^o_j}{y_j} \right] \] (16)

where the posterior type 2 relative error variance \( \tilde{\Pi}'_j \) is given by

\[ \tilde{\Pi}'_j = \tilde{P}^r_j - \tilde{P}^r_j \left( \tilde{P}^r_j + R'_j \right)^{-1} \tilde{P}^r_j \] (17)

and where

\[ \langle y^o_j \rangle = \langle y_j^o \rangle + \left( \frac{\tilde{P}^r_j}{\tilde{P}^r_j + R'_j} \right) \left( y^o_j - \langle y^o_j \rangle \right) \] (18)
Note that simply replacing the prior type 2 forecast error variance $\tilde{P}_j^r$ by the forecast error variance $P_j$ and the type 1 relative observation error variance $R_j^r$ by the observation error variance $R_j$ in (17) and (18) would give the equations for the posterior error variance and mean for the case where the prior and observation likelihood distributions were both Gaussian. Hence, in contrast to the GIG case where the equations for the posterior mean is very different to that in the Gaussian case, in the IGG case, the equation for the posterior mean is isomorphic to the Gaussian case. Furthermore, unlike in the GIG case, as the observation error variance goes to infinity, the posterior mean becomes identical to the prior mean.

The similarity with the Gaussian case is further revealed by noting the average of the observation error variance over the entire prior is given by

$$\langle \text{var}(\varepsilon_j^o) \rangle = \langle R_j^r \left( y_j \right)^2 \rangle = R_j^r \left( \langle y_j \rangle^2 \right) = R_j$$

(19)

where $R_j$ is the average of $\text{var}(\varepsilon_j^o)$ over all possible values of the truth. Since the variance of the prior is given by $P_j = \tilde{P}_j^r \left( \langle y_j \rangle^2 \right)$, we can multiply the numerator and the denominator of the coefficient of $\left( y_j^o - \langle y_j^o \rangle \right)$ in (18) by $\left( \langle y_j \rangle^2 \right)$ to obtain

$$\langle y_j^o \rangle = \langle y_j^f \rangle + \frac{P_j}{P_j + R_j} \left( y_j^o - \langle y_j^o \rangle \right)$$

(20)

Thus, for the analysis of a single observed variable, the IGG posterior mean is identical to the Gaussian posterior mean.
In deriving (20), we showed that \( \tilde{P}_j^r \left( \tilde{P}_j^r + R_j^r \right)^{-1} = P_j^r \left( P_j^r + R_j^r \right)^{-1} \). Hence, right multiplying (17) by \( \left( y_j^f \right)^2 \) and then taking the expectation over the prior pdf gives

\[
\tilde{\Pi}_j^f \left\langle \left( y_j^f \right)^2 \right\rangle = P_j - P_j \left( P_j + R_j \right)^{-1} P_j.
\tag{21}
\]

Since the right hand side of this equation is the formula for the posterior variance in the Gaussian case, (21) quantifies the relationship between the posterior Gaussian variance and the type 2 IGG posterior relative variance \( \tilde{\Pi}_j^f \). The IGG posterior variance is obtained using the definition of the type 2 variance. Specifically,

\[
\text{var} \left( y_j^a \right) = \tilde{\Pi}_j^f \left\langle \left( y_j^a \right)^2 \right\rangle \Rightarrow \text{var} \left( y_j^a \right) = \frac{\tilde{\Pi}_j^f \left\langle y_j^a \right\rangle}{\left( 1 - \tilde{\Pi}_j^f \right) \left( y_j^f \right)^2}.
\tag{22}
\]

Hence, as in the GIG case, the posterior IGG variance is proportional to the square of the analysis mean which, in turn is proportional to the specific value of the observation. In contrast, the Gaussian posterior variance is independent of the value of the observation. Thus, if a 2nd observation were to be assimilated using the posterior ensemble from the assimilation of the 1st observation as the prior for the assimilation of the 2nd observation, the IGG posterior mean would not be equal to the Gaussian posterior mean.

### 3.2 GIGG analysis ensemble generation for IGG case

From (20), the posterior ensemble mean \( \overline{y_j^a} \) is obtained from the prior ensemble sample mean \( \overline{y_j^f} \) using
\[ \bar{y}_j^a = y_j^a + \frac{\tilde{P}_j}{P_j + R_j} (y_j^a - y_j^f). \quad (23) \]

Using (i) trial and error together with the constraint that the type 2 relative variance of the posterior ensemble must satisfy eq. (17), and (ii) the fact that the density function derived from the posterior ensemble should closely approximate the analytical posterior pdf, it was determined that good results could be obtained from,

\[
\bar{y}_{ji}^a = \frac{y_{ji}^a - \bar{y}_j^f}{\sqrt{\left(y_j^f\right)^2 + \text{var}(y_j^f)}} - \frac{\left(y_{ji}^f - \bar{y}_j^f\right)}{\sqrt{\left(y_j^f\right)^2 + \text{var}(y_j^f)}} \\
\quad + \hat{P}_j \left( \frac{\tilde{P}_j}{P_j + R_j} \right)^{-1} \left[ \frac{\left(y_{ji}^{igg} - \bar{y}_{ji}^{igg}\right)}{\sqrt{\left(y_{ji}^{igg}\right)^2 - \text{var}(y_{ji}^{igg})}} - \frac{\left(y_{ji}^f - \bar{y}_j^f\right)}{\sqrt{\left(y_j^f\right)^2 + \text{var}(y_j^f)}} \right] 
\quad \quad 
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were obtained when we let \( y^\text{igg}_{ji} \) be a random sample from an inverse-gamma distribution with variance \( \bar{R}^\text{igg}_j \) and mean \( \langle y^\text{igg}_{ji} \rangle \) given by

\[
(\bar{R}^\text{igg}_j)^{-1} = \left[ (R_j)^{-1} + 2 \right] \quad \text{and} \quad \langle y^\text{igg}_{ji} \rangle = y_j^o, \tag{25}
\]

respectively. Note that (25) and the fact that \( (R_j)^{-1} = k \) imply that the shape and scale parameters of the inverse-gamma function used to generate the perturbed observations are given by \( \alpha_{\text{igg}} = k + 3 \) and \( \beta_{\text{igg}} = y_o^j \left( \alpha_{\text{igg}} - 1 \right) \).

To understand the \( \sqrt{\langle y^\text{igg}_{ji} \rangle^2 - \text{var}(y^\text{igg}_{ji})} \) term in (24) note that since, by definition,

\[
(\bar{R}^\text{igg}_j)^{-1} = \left[ \langle y^\text{igg}_{ji} \rangle^2 + \text{var}(y^\text{igg}_{ji}) \right] / \text{var}(y^\text{igg}_{ji}),
\]

rearranging the first equation in (25) gives

\[
R_j = \frac{1}{(\bar{R}^\text{igg}_j)^{-1} - 2} = \frac{\text{var}(y^\text{igg}_{ji})}{\langle y^\text{igg}_{ji} \rangle^2 + \text{var}(y^\text{igg}_{ji}) - 2 \text{var}(y^\text{igg}_{ji})} \tag{26}
\]

and hence

\[
\left\langle \left[ \frac{y^\text{igg}_{ji} - \langle y^\text{igg}_{ji} \rangle}{\sqrt{\langle y^\text{igg}_{ji} \rangle^2 - \text{var}(y^\text{igg}_{ji})}} \right]^2 \right\rangle = R_j. \tag{27}
\]

Following an argument similar to that given in Appendix C, it is readily shown that property (27) ensures that the analysis perturbations generated by (23)-(25) are consistent with the true posterior variance given by (17) because
\[
\text{var}(\bar{y}_{ji}^a) = \left(\frac{y_{ji}^a - \bar{y}_j^a}{\sqrt{\left(\bar{y}_j^a\right)^2 + \text{var}(y_{ji}^a)}}\right)^2 = \bar{P}_j^a - \bar{P}_j^a \left(\bar{P}_j^a + R_j^a\right)^{-1} \bar{P}_j^a = \bar{\Gamma}_j^a.
\] (28)

Although, we have only been able to analytically prove that (23)-(25) give the correct 1st and 2nd moments of the posterior distribution, in Section 4 we show that, for large ensembles, (23) and (24) yield ensembles whose associated pdf is very close to all of the moments of the true posterior pdf.

To obtain the posterior GIGG perturbations corresponding to the normalized perturbations given by (24), note that since \( \bar{y}_{ji}^a = \frac{y_{ji}^a - \bar{y}_j^a}{\sqrt{\left(\bar{y}_j^a\right)^2 + \text{var}(y_{ji}^a)}} \), it follows that

\[
\text{var}(\bar{y}_{ji}^a) = \frac{\text{var}(y_{ji}^a)}{\left(\bar{y}_j^a\right)^2 + \text{var}(y_{ji}^a)} = \frac{\text{var}(\bar{y}_{ji}^a)}{\left(\bar{y}_j^a\right)^2 + \text{var}(y_{ji}^a)} = \text{var}(\bar{y}_{ji}^a) \left[\left(\bar{y}_j^a\right)^2 + \text{var}(y_{ji}^a)\right]
\] (29)

\[
\Rightarrow \text{var}(y_{ji}^a) = \left(\bar{y}_j^a\right)^2 \frac{\text{var}(\bar{y}_{ji}^a)}{1 - \text{var}(\bar{y}_{ji}^a)} \approx \left(\bar{y}_j^a\right)^2 \frac{1 + \frac{1}{K} \sum_{i=1}^{K} \left(\bar{y}_{ji}^a\right)^2}{1 - \frac{1}{K} \sum_{i=1}^{K} \left(\bar{y}_{ji}^a\right)^2}.
\]

With this value of \( \text{var}(y_{ji}^a) \), the individual posterior ensemble members \( y_{ji}^a \) are obtained from the value of \( \bar{y}_j^a \) given by (23) and the value of \( \bar{y}_{ji}^a \) from (24) using

\[
y_{ji}^a = \bar{y}_j^a + \bar{y}_{ji}^a \sqrt{\left(\bar{y}_j^a\right)^2 + \text{var}(y_{ji}^a)}.
\] (30)

4. Test of univariate theory for GIGG
The above algebraic analyses only prove that the GIGG-EnKF returns a random sample ensemble with the same mean and variance as the true posterior distributions obtained from Bayes’ theorem. To check the accuracy of the higher moments of the pdf that the GIGG samples, here we compare posterior pdfs empirically generated from large \( K=10^7 \) ensembles using GIGG with the corresponding true posterior pdfs given by Bayes’ theorem. This very large ensemble size is used to minimize the sampling error in ensemble derived pdfs. For consistency, in the GIG (IGG) case, we randomly draw the prior \( K \)-member ensemble from a gamma (inverse-gamma) distribution and the pdf of observations given a truth is always assumed to be inverse-gamma (gamma).

To begin, consider the case where the prior distribution has a mean of unity and type 1 relative forecast error variance equal to 1 \( (P^r_j=1) \) or equivalently, type 2 relative forecast error variance is equal to \( \frac{1}{2} \) \( (\tilde{P}^r_j=0.5) \). We compute the posterior pdfs for observed values of either 0.5 or 3 with Type 1 relative observation error variance of \( R^r_j=1/4 \) (corresponding to Type 2 relative error variance \( \tilde{R}^r_j=1/5 \)).

To obtain the empirical posterior pdf from the \( 10^7 \) member ensemble, we divide the real line from \( y=0 \) to \( y=10 \) into 500 contiguous segments or bins of length 0.02 and (i) count how many posterior ensemble members fall into each bin, then (ii) divide this count by the total number of ensemble members \( (K=10^7) \) to obtain the frequency with which posterior ensemble members fell into each bin, and finally (iii) divided these frequencies by the segment lengths (0.02) to obtain the GIG and IGG ensemble estimates.
of the posterior probability densities within each bin. The resulting GIGG ensemble based posterior pdf functions \( \rho_{\text{ensemble}}(y^o_j | y^o_i), i = 1, 2, \ldots, 500 \) were then compared with the corresponding analytical values of the true posterior pdfs \( \rho(y^o_j | y^o_i) \) (obtained from (4) or (16) as appropriate). By plotting the ensemble based posterior pdfs as thick grey lines and then plotting the analytical pdfs as thin black lines, one can visually examine the extent to which the ensemble based pdf function \( \rho_{\text{ensemble}}(y^o_j | y^o_i) \) had the same shape as the true pdf \( \rho(y^o_j | y^o_i) \). To quantify the differences, we computed both the maximum difference (maxd) and the root mean square difference (rmsd) between the ensemble-based and analytical pdfs and then normalized these values by dividing them by the maximum value of the true posterior pdf. In equation form, these normalized measures are given by

\[
\text{rmsd} = \sqrt{\frac{1}{500} \sum_{i=1}^{500} \left[ \rho_{\text{ensemble}}(y^o_j | y^o_i) - \rho(y^o_j | y^o_i) \right]^2} / \rho(y^\text{mode}_j | y^o_j),
\]

and

\[
\text{maxd} = \max \left| \frac{\rho_{\text{ensemble}}(y^o_j | y^o_i) - \rho(y^o_j | y^o_i)}{\rho(y^\text{mode}_j | y^o_j)} \right|.
\]

Figure 2 gives the results of these comparisons. The very close correspondence between the pdfs given by the GIG and IGG ensemble-based pdfs and the true posterior pdfs is illustrated by the fact that the lines depicting the analytical posterior pdf always lie within the boundaries of the thick grey lines marking the ensemble-based pdf. This
impression of very close correspondence is supported by the relatively small values of the maximum and root mean square differences (rmsd’s) between the two curves given on each panel of Figure 2.

A key question is whether the GIGG would perform similarly well with other ratios of forecast to observation error variance. Currently, we have no analytic theory for the accuracy of the 3rd and higher moments of the GIGG pdfs and hence can only assess their accuracy via numerical experimentation. For the GIG case, we consider the range of relative variances \( P'_j \) and \( \tilde{R}'_j \) values given by

\[
\tilde{R}'_j = 2^{-m} \text{ and } P'_j = 2^{1-n}, \quad m = 1, 2, \ldots, 7 \text{ and } n = 1, 2, \ldots, 7
\]  

(32)

For the observation distribution, this gives a range of type 2 (type 1) relative error variance ranging from 0.5 (1) to 1/128 (1/127). For the forecast distribution, it gives type 1 relative error variances ranging from 1, where the variance is the same size as the mean to 1/64 where the variance is a 64th of the mean. Figure 3a and 3c contours the “maxd” values as defined by (31) as a function of the exponent indices \( m \) (abscissa) and \( n \) (ordinate) as defined in equation (32). The worst case occurs for the \( y_j^o = 3 \) case (Figure 3c) when \( P'_j = \tilde{R}'_j = 1 \) (recall that \( \tilde{R}'_j = 0.5 \Rightarrow R'_j = 1 \)) where a relative maximum error of 2.5% occurs. Figure 4a compares the analytical and ensemble pdfs for this “worst case”. It shows that this error is still too small to separate the thick grey line depicting \( \rho_{\text{ensemble}}(y_j^o | y_j) \) from the thin black line depicting the true posterior pdf \( \rho(y_j | y_j^o) \).
For the IGG case, we consider the range of Type 1 relative variances $R_{j}^r$ and $P_{j}^r$ given by

$$R_{j}^r = 2^{1-m} \text{ and } P_{j}^r = 2^{1-n}, m = 1, 2, ..., 7 \text{ and } n = 1, 2, ..., 7$$ (33)

For both forecast and observation distributions this gives relative error variances ranging from 1 to $1/64$. Figure panels 3b and 3d contours the “maxd” values as defined by (31) as a function of the exponent indices $m$ (abscissa) and $n$ (ordinate) as defined in equation (33). (Note that the top right corner of 3d is white because a floating-point overflow error prevented the analytical solution $\rho(y_j|y_j^o)$ from being computed for this pair of parameters and hence no difference could be computed for this point. Also, note that this area of parameter space is not particularly interesting because, in this area, the relative error variances are so small that the pdfs are well described by Gaussian pdfs).

The worst case occurs when both the forecast and observation relative error variances are the largest. Specifically, it occurs when both the type 1 relative observation and forecast error variances are equal to 1 for the $y_j^o = 3$ case. In this case, the relative maximum error is just over 10%.

Figure 4b compares the analytical and ensemble pdfs for this “worst IGG case”. It shows that in this case, the error is just large enough to separate the thick grey curve depicting $\rho_{\text{ensemble}}(y_j|y_j^o)$ from the thin black curve depicting the true posterior pdf $\rho(y_j|y_j^o)$. The second worst IGG case occurs when the relative observation error
variance is reduced to 0.5. Figure 4c shows that in this case, the thin black curve \( \rho(y_m | y_j^o) \) again fails to separate completely separate from the thick grey curve \( \rho_{\text{ensemble}}(y_m | y_j^o) \).

For these worst case scenarios, we also varied the value of the observation to see if the error was sensitive to the observed value. These experiments showed that the error was a very weakly increasing function of the observed value and hence consistent with the hypothesis that Figure 4 gives a qualitatively correct measure of GIGG accuracy for all possible observed values.

In conclusion, the univariate GIGG-EnKF has been shown to generate a posterior ensemble whose pdf is extremely close to the true pdf for a wide range of forecast and observation uncertainty pdfs provided that these distributions come in the conjugate pairs associated with the GIG and IGG cases. Apart from the worst case for the IGG filter shown in figure 4b, by eye, it is difficult to distinguish the GIGG posterior pdfs from the true posterior pdf.

5. Extension to multi-variate high-dimensional systems and the Gaussian case

Anderson (2003, Section 2c) describes a generalized two stage multi-variate ensemble filter. The first stage involves using the best available method to find a posterior ensemble of state estimates of an observed variable given an observation of the variable and a prior ensemble state estimate of the variable. The second stage involves propagating this information to the rest of the extended model-plus-observed-variables
state vector using regression. The multi-variate GIGG-EnKF follows this overall format exactly, but for the sake of clarity we reiterate some of its details and its relationship to other EnKFs.

The ideal multi-variate system for the EnKF-GIGG is one in which the forecast and observation uncertainty associated with some observations matches the GIG case, other observations match the IGG case and yet other observations match the Gaussian assumptions of the well-established perturbed observation univariate EnKF single observation update equation given by

\[ y_{ji}^{o} = y_{ji}^{f} + \frac{P_{ji}^{oo}}{P_{ji}^{oo} + R_j} \left( y_{ji}^{o} - y_{ji}^{f} \right), \]  

(34)

where the perturbed observation \( y_{ji}^{o} = y_{ji}^{o} + \epsilon_{ji}^{o} \) and \( \epsilon_{ji}^{o} \) is a random normal variable with mean zero and non-relative observation error variance \( R_j \); \( P_{ji}^{oo} \) is the non-relative forecast error variance. The subscript \( j \) indicates the \( j^{th} \) observation, the subscript \( i \) indicates the \( i^{th} \) ensemble member. The superscript “\( oo \)” indicates that the covariance referred to by \( P \) is between two observed variables. (Later we will use the superscript “\( mo \)” indicate covariances between a model variable and an observed variable).

To see how the GIGG-EnKF can be extended to multivariate systems, it is helpful to recall the multivariate form of the EnKF. Consider the serial assimilation of \( p \) observations \( y_j^{o}, j = 1,2,...,p \), where \( x_{\mu}^{f}, \mu = 1,2,...,n \); \( i = 1,2,...,K \) denotes the \( i^{th} \) member of a \( K \)-member ensemble forecast of the \( \mu^{th} \) model variable and
\[ y_{ji}^f, j = 1, 2, \ldots, p; \ i = 1, 2, \ldots, K \] denotes the \( i \)th member of the ensemble forecast of the \( j \)th observation. Note that \( y_{ji}^f = h_{ji}(x_{fi}) \) where \( h_{ji} \) is the operator that maps the full prior model state vector \( x_{fi}^f \) of the \( i \)th ensemble member to the \( j \)th observation. Note that with these definitions \( P_{ji}^{oo} = \text{var}(y_{ji}^f) \approx \frac{\sum_{i=1}^{K} (y_{ji}^f - \bar{y}_j^f)^2}{K-1} \), similarly, the covariance of the error in the forecast of the \( k \)th and the \( j \)th observation is given by

\[ P_{kj}^{oo} = \text{covar}(y_{kj}^f, y_{ji}^f) \approx \frac{\sum_{i=1}^{K} (y_{ki}^f - \bar{y}_k^f)(y_{ji}^f - \bar{y}_j^f)}{K-1} \] while the covariance of the error in the forecast of the \( \mu \)th model variable with the \( j \)th observation is given by

\[ P_{\mu j}^{oo} = \text{covar}(x_{\mu i}^f, y_{ji}^f) \approx \frac{\sum_{i=1}^{K} (x_{\mu i}^f - \bar{x}_\mu^f)(y_{ji}^f - \bar{y}_j^f)}{K-1} \] where the superscript “mo” is to indicate that the covariance is between a model variable and an observed variable. With these definitions, the update of the state estimate of the \( k \)th observation from the assimilation of the \( j \)th observation is given by

\[ y_{ki}^o = y_{ki}^f + \frac{P_{kj}^{oo}}{P_{kj}^{oo} + R_j} (y_{ji}^o - y_{ji}^f), \ \text{for} \ i = 1, 2, \ldots , K \] (35)

Since (34) implies that

\[ \frac{1}{P_{kj}^{oo} + R_j} (y_{ji}^o - y_{ji}^f) = \frac{1}{P_{kj}^{oo}} (y_{ji}^o - y_{ji}^f) = \frac{1}{\text{var}(y_{ji}^f)} (y_{ji}^o - y_{ji}^f) \] (36)

it follows that for a single ensemble member, (35) can be rewritten in the form
Similarly, since the EnKF update of the $\mu$th model state variable of the $i$th ensemble member by the $j$th observation is given by

$$ y_{ki} = y_{ki} + \frac{P_{kji}^{mo}}{\text{var}(y_j)} (y_{ji} - y_{ji}^{f}) = y_{ki}^{f} + \text{covar}(y_{kji}, y_j^{f}) \left( y_{ji} - y_{ji}^{f} \right) \quad (37) $$

Equations (37) and (38) serve to demonstrate that provided one has tools to accurately estimate the posterior ensemble analysis $y_{ji}^{a}, i = 1, 2, ..., K$ for a single observation then one can turn this into a posterior ensemble analysis of the state of every model variable and every observation whose prior covaries with it. If the $y_{ji}^{a}$ used in (37) and (38) are obtained using the EnKF equation (34), then (37) and (38) deliver the EnKF update. However, if the observation-likelihood and prior uncertainty pdfs do not satisfy the Gaussian assumptions of the EnKF then the $y_{ji}^{a}$ provided by the EnKF will grossly misrepresent the true posterior distribution and (37) and (38) will propagate this misrepresentation to the extended model-observation state vector. In contrast, if the non-Gaussian observation-likelihood and prior uncertainty pdfs approximately satisfy the

1 Note that (37) and (38) express the same idea as eq’s (3.6)-(3.8) of Anderson and Collins (2007)
assumptions of the GIG (IGG) equations then using the GIG (IGG) equations to obtain
then $y^{\mu}_{ji}$ provides an accurate representation of the true posterior distribution and (37) and
(38) propagate this accurate information to the extended model-observation state vector.
Hence, given knowledge of the nature of the observation-likelihood and prior pdfs, one
ought to be able to improve on the performance of the EnKF by allowing the GIG or IGG
equation sets to generate $y^{\mu}_{ji}$ for those observations where the GIG or IGG pdf
assumptions are more accurate than the Gaussian pdf assumptions. The GIGG-EnKF
algorithm implements this idea and it is concisely summarized by the following pseudo-
code which describes how to update an extended model-observation state vector
comprising $n$ model state variables and $p$ observations:
for $j = 1 : p$

Step 1: Decide whether forecast and observation uncertainty associated with $y^o_j$ is best approximated by GIG, IGG or Gaussian assumptions.

Step 2: if (GIG) then use (6), (7) and (12) to obtain $y^o_{ji}$, $i = 1, 2, ..., K$;
else if (IGG) then use (23), (24) and (30) to obtain $y^o_{ji}$, $i = 1, 2, ..., K$;
else if (Gaussian) then use (34) to obtain $y^o_{ji}$, $i = 1, 2, ..., K$;

Step 3: Find corresponding analysis ensemble for observations and model variables

$$y^a_k = y'_k + \frac{\text{covar}(y'_k, y'_j)}{\text{var}(y'_j)} (y^a_j - y'_j), \text{ for } k = 1, 2, ..., p; \ i = 1, 2, ..., K$$

$$x^a_{ji} = x'_{ji} + \frac{\text{covar}(x'_{ji}, y'_j)}{\text{var}(y'_j)} (y^a_j - y'_j), \text{ for } \mu = 1, 2, ..., n; \ i = 1, 2, ..., K$$

Step 4: Let the analysis ensemble be the prior ensemble for the next observation

$$y^o_{ki} = y'_{ki}, \text{ for } k = 1, 2, ..., p; \ i = 1, 2, ..., K \tag{39}$$

$$x^o_{ji} = x'_{ji}, \text{ for } \mu = 1, 2, ..., n; \ i = 1, 2, ..., K$$
end

Note that steps 1 and 2 amount to the 1st stage of Anderson’s (2003) generalized two stage ensemble filter, while step 3 is Anderson’s 2nd stage linear regression step. While accurate with linear dynamics and Gaussian uncertainty pdfs, this linear regression step is likely to be imperfect when the dynamics are non-linear and uncertainty pdfs are non-Gaussian. Future research will consider the impact of replacing this linear regression step with some sort of higher order regression step. Also as in Anderson (2003), step 4 of the GIGG-EnKF turns the posterior multivariate analysis ensemble obtained after the
assimilation of a single observation into the prior ensemble for the assimilation of the next observation. Thus, the perturbed observations form of the generalized two-stage ensemble filter described in Anderson (2003) is almost identical to the GIGG-EnKF algorithm. The only required code changes is to include step 1 and step 2 in stage 1 of this filter. Anderson and collaborators (Anderson et al., 2007) have made their generalized two-stage ensemble filter freely available to the research community as part of the Data Assimilation Research Testbed (DART).

If accurate, the linear regression used in both Anderson’s (2003) generalized two-stage ensemble filter solves Bayes’ theorem when all uncertainty pdfs can be described in terms of Gaussians.

If one chose to assimilate all the observations as Gaussian variables (39) would yield the serial observation processing form of the perturbed observation EnKF described in Burgers et al. (1998) – or equivalently, the single ensemble, single observation processing form of the EnKF described in Houtekamer and Mitchell (2001). A difference between the GIGG-EnKF formulation and these EnKFs is that these EnKFs use the update equation in the form given by (35) and the first line of (38) whereas the GIGG-EnKF uses the forms given by (37) and the last line of (38). Nevertheless, the code changes that would be required to turn these EnKFs into a GIGG-ENKF seem fairly minor.

Note that it would be straightforward to apply a localization function to the covariance terms in (39) to suppress spurious ensemble correlations.
With all observations as Gaussian variables and no covariance localization, the analyses produced by (39) would be independent of the order in which observations were assimilated (e.g. Bishop et al., 2015). A quantification of the extent to which such “independence of the order” is maintained when some of the observations are assimilated with either the GIG or IGG equations is beyond the scope of this paper and is left for future work.

The issue of how one should decide whether to assimilate an observation using the GIG, IGG or Gaussian update equations is worthy of discussion. We will consider two cases: one in which the observation likelihoods are clearly and distinguishably gamma, inverse-gamma or Gaussian and one in which either gamma or inverse-gamma could adequately model the observation likelihood pdf.

Suppose that one could separate the observations into groups with clearly distinguished inverse-gamma, gamma and Gaussian observation likelihood distributions. Choosing to assimilate each group of these observations using the GIG, IGG and Gaussian equations, respectively, regardless of the prior pdf of the state estimate of the observation would have appealing consequences. First, this approach would deliver the true posterior distribution when the prior pdfs were gamma, inverse-gamma and Gaussian pdfs, respectively; second, when the prior distributions were of some other form, it would nevertheless transmit qualitatively correct information about the nature of the observational uncertainty to the posterior ensemble.
For those observation types for which both inverse-gamma pdfs and gamma pdfs adequately describe an inaccurately known observation uncertainty, the choice could be based on whether the prior ensemble state estimate of the observation best approximated a gamma or inverse-gamma pdf. A quantitative approach for doing this would be to fit both a gamma pdf and an inverse-gamma pdf to the ensemble distribution and then choose the pdf that assigns a higher likelihood to the ensemble distribution that actually occurred. For such a test, a consistent method to fit the gamma and inverse-gamma pdfs to the prior ensemble would be the maximum likelihood method (e.g. Choi and Wette, 1969).

A less accurate but likely more computationally efficient pdf fitting approach could be based on the fact that while the square of the skewness of the gamma distribution is four times as large as its type 1 relative error variance, the square of the skewness of the inverse-gamma distribution is more than sixteen times its type 1 relative error variance. Hence, a method based on using the sample skewness of the ensemble to quickly predict the results of a test based on the more rigorous maximum likelihood method might also be useful. Detailed analyses of such methods for optimizing the choice between GIG, IGG and Gaussian update equations are beyond the scope of this paper and left for future work.

Because serial assimilation is known to be identical to all-at-once assimilation for any series of observations that are assimilated using the Gaussian uncertainty assumptions, one could choose to group together all the observations likely to satisfy the Gaussian
assumptions and then assimilate them all-at-once or in batches using ones preferred flavor of perturbed observations ensemble data assimilation: EnKF, 4D-variational or otherwise. This “in-batches” or “all-at-once” Gaussian assimilation step could be performed either before, in-between, or after the serial assimilation of the non-Gaussian observation types with the GIGG-EnKF. Experimentation or analytical progress beyond the scope of this paper will be required to determine the best approach.

6. Test of multi-variate GIGG-EnKF
   
   a. Experimental set-up

   The multi-variate GIGG filter was tested with a system capable of generating random multi-variate prior distributions on a 96 grid point periodic domain that feature a high degree of inter-variable correlations and three variables on each grid point. The three variables are (i) the zonal wind $u$, whose distribution is very close to Gaussian (ii) the square of the zonal wind $u^2$ whose distribution is approximately gamma when the prior mean of $u$ is near zero, and (iii) a pseudo-dust concentration variable given by

   $\text{dust} = \frac{1}{100} \left( 20 + u^2 \right)^2 \left( 10^{-6} \text{ g} / \text{m}^3 \right). \quad (40)$

   At the risk of offending atmospheric dust and aerosol modelers, the 4th order polynomial on the right hand-side is labelled “dust” - primarily for simplicity of labeling but also because atmospheric dust uptake is sometimes modelled as being proportional to the 4th power of the near surface wind. The appeal of (40) for this study is that it always assigns...
zero probability density to zero concentrations (like an inverse-gamma pdf) and that it
generates a pdf with a very high degree of skewness when the prior mean of the $u$
distribution is equal to zero. (Recall, that inverse-gamma distributions have a higher
skewness than gamma distributions for the same relative error variance.) As far as the
pdf of error prone observations given truth is concerned, we assume that these pdfs are
given by Gaussian, inverse-gamma and gamma distributions for the $u$, $u^2$ and $dust$
variables, respectively.

The $dust$ and $u^2$ variables are simply observable non-linear functions of $u$ and
lack the usual independence of the model variables of a Numerical Weather Prediction
(NWP) model. Nevertheless, labeling them as model variables provides a simple
framework for understanding aspects of GIGG-EnKF performance in the presence of
prior inter-variable correlations between variables with approximately, Gaussian, gamma
and inverse-gamma priors.

To create random prior mean quasi-Gaussian zonal wind fields, a distribution was
sampled with mean zero and covariance matrix depicted in Fig 5a. Note that the standard
deivation associated with this covariance matrix is 10.5 $ms^{-1}$. The thick green line on the
top panel of Fig. 6 gives an example of such a randomly obtained ensemble mean $\bar{u}$. To
obtain quasi-Gaussian perturbations around this mean, we randomly sampled an inverse
gamma distribution with shifted mean $\bar{u}+10^3$ and a very small type 1 relative error
variance$^2$ of $10^{-6}$. The spatial covariance of the distribution used for the ensemble perturbations is shown in Fig 5b. Note that because the variance of the prior wind perturbations is given by the product of the type 1 relative variance and the mean of the distribution squared, the variance of wind perturbations is given by $\left(\bar{u}+10^3\right)^2 10^{-6} \approx 1$. Consequently, Fig 5b shows a slight variation in the magnitude of the variance about unity that is weakly proportional to $\bar{u}$ which, in this specific case, is given by the green line on the top panel of Fig. 6. Once a $K$ member ensemble has been obtained in this way, the fields are “de-shifted” by subtracting the original shift of $10^3$ from each of them. These perturbations were then added to $\bar{u}$ to obtain the prior ensemble of zonal wind. Each grey line in the top panel of Fig. 6 depicts one of a prior $K=10,000$ member generated in this way. As in section 4, this very large ensemble size is used to minimize the sampling error in ensemble derived pdfs. For each member of the prior ensemble of zonal wind, a corresponding prior ensemble member of $u^2$ is obtained by squaring each element of $u$. Similarly, a corresponding dust ensemble member is obtained by applying (40) to each element of $u$. The grey lines in the middle and bottom panels of Figure 6 give the resulting prior ensemble of $u^2$ and dust, respectively.

One of the $K$ members is selected to be the “true state”. Contemporaneous error prone observations of each of the variables are indicated by the red dots on Fig. 6. These

---

$^2$ Note that the $u$ field could have been produced by simply sampling a Gaussian distribution but the approach given here permitted tests (not reported on here) of treating Gaussian variables like gamma variables with small relative error variances.
observations are generated from this true state in differing ways depending on the observation type: for the zonal wind $u$, an independent random normal perturbation with mean zero and variance $R(u) = 1 \text{ (m/s)}^2$ is added to the truth at each of the observation sites; for $u^2$ we randomly sample an inverse gamma distribution with type 1 relative error variance $R'(u^2) = 0.1$ and mean equal to the true value of $u^2$. To create the observations of the dust variable, we randomly sample a gamma distribution with mean equal to the true value and type 1 relative error variance equal to $R'(\text{dust}) = 0.1$. In Fig. 6, the thick cyan line gives the true state of the system.

As previously described, in the multivariate GIGG filter, observations are consecutively assimilated one after the other. Here, largely because of the assumed distribution of observation errors individual $u, u^2$ and dust observations were assimilated using the equations for the Gaussian, GIG and IGG cases. For the cases described in this paper, the order of assimilation was GIG observation assimilation followed by IGG observation assimilation followed by Gaussian observation assimilation. Although no rigorous assessment was made of the sensitivity of the results to the chosen order of assimilation, the few checks that were made revealed little sensitivity. To remove it as a possible source of performance differences, in this study we will only use ensemble sizes large enough to make ensemble covariance localization of negligible value. An example of the results of the assimilation procedure is the posterior distribution of states given by the black lines on Fig. 6.
To compare GIGG filter performance with EnKF performance, we also made state estimates by assimilating the same observations using the same prior ensemble and both the deterministic and perturbed observations form of Bishop et al.’s (2001) Ensemble Transform Kalman Filter (ETKF) given in Posselt and Bishop (2012). Since no ensemble covariance localization is used in our experiments, the perturbed observations form of the ETKF will give identical results to other perturbed observation EnKFs. The deterministic ETKF will give identical posterior ensemble covariances to other deterministic EnKFs such as those of Anderson (2001) and Whitaker and Hamill (2002). However, the posterior perturbations may differ by an orthonormal rotation (Tippett et al., 2003).

EnKFs require an estimate of the overall observation error variance not the relative observation error variances used in specifying gamma and inverse-gamma pdfs. However, the observation error variance is a function of the unknown true state when the observation uncertainty is described by gamma or inverse gamma distributions. At the same time, the gain matrix for EnKFs is obtained by finding the gain that minimizes the mean square of analysis errors over all possible prior forecast and observation errors. Hence, it is appropriate to define the observation error variances to be used in the ETKF with the equations

\begin{equation}
R(u^2) = \overline{(u^2)^2} R'(u^2) = \left(\overline{(u^2)^2}\right) R'(u^2)
\end{equation}

and, similarly,

\begin{equation}
R(dust) = \overline{dust^2} R'(dust)
\end{equation}

where the overbar indicates that the average over the prior ensemble of forecasts of the specific variable being observed. Using these definitions,
Fig. 7 gives the posterior distributions obtained when the observations from Fig. 6 are assimilated using the perturbed observations ETKF. The perturbed observations for the ETKF were created for all variables using random Gaussian distributions with mean equal to the observed value and variance equal to $R(u)$, $R(u^2)$ or $R(dust)$ as appropriate.

Comparison of Fig’s 6 and 7 indicates that the posterior mean values (thick yellow lines) produced by the GIGG and ETKF filters are somewhat similar. To more precisely measure the difference in the accuracy of the GIGG and ETKF analysis means, we use

$$u_{mse}^a = \frac{1}{n} \sum_{i=1}^{96} (u_i^a - u_i)^2,$$

$$\left[u^2\right]_{mse}^{rel} = \frac{1}{n} \sum_{i=1}^{96} \left[ \frac{1}{2} \left( u_i^2 + (u_i^2) \right) \right]^2$$

and

$$\left[dust\right]_{mse}^{rel} = \frac{1}{n} \sum_{i=1}^{96} \left[ \frac{1}{2} \left( dust_i + (dust_i) \right) \right]^2,$$

where the subscript $i$ indicates the grid point at which the error is computed and the superscript $t$ indicates the true value. Thus, (41) uses the mean square error to measure the error of the mean of the zonal wind analyses. For the $u^2$ and $dust$ variables (41) normalizes the errors by the average of the analysis mean and the true value and then takes the square of this normalized error. This was done because the errors for these variables tend to be proportional to the magnitude of the variable being analyzed.
Comparison of the coverage of the black analysis lines in Fig’s 6 and 7 indicates that the range of the posterior ETKF ensemble is substantially different to that of the GIGG filter. This is particularly noticeable near grid-point 50 in the dust field where it is clear that the range of ETKF posterior ensemble values of dust is significantly greater than that for the GIGG posterior ensemble. These range differences reflect the dissimilarity of the 2nd, 3rd and higher moments of the GIGG and ETKF posterior distributions. Such dissimilarities can have a profound effect on the accuracy of estimates of variables that are non-linear functions of the analysis ensemble. Examples of such non-linear functions include the electrical power produced by a wind turbine or the state of the atmosphere at some future time. Hence, as a measure of the inaccuracy in the higher moments of the analysis ensembles, we create non-linear functions $u_i^r, (u_i^r)^2$ and $(dust)_i^r$ at the ith grid point from the analysis members at the ith grid point using the following simple non-linear relationships,

$$u_i^r = (u_i^a)^2, (u_i^2)^r = \left[ (u_i^2)^a \right]^2 \quad \text{and} \quad (\text{dust})_i^r = \left[ (\text{dust})_i^a \right]^4 \quad (42)$$

At the risk of offending the designers of numerical weather prediction models, and in spite of the fact that (42) would rapidly achieve floating point overflow if cycled, we will hereafter refer to the mappings in (42) as “forecasts” that are valid at some “forecast time” and will refer to the mappings in (42) as the forecast model.

The true state at the forecast time is obtained by applying the non-linear relationships given in (42) to the true values at the analysis time – (a perfect model
assumption). Denote the true values at the forecast time by \((u_i')\), \([u_i']\) and \((dust_i')\) for the \(u\), \(u^2\) and \(dust\) variables, respectively. We then measure the inaccuracy of the non-linear forecasts using

\[
\begin{align*}
[u_i']_{\text{ref}} &= \frac{1}{n} \sum_{i=1}^{96} \left[ \frac{1}{2} (u_i' - (u_i'))^2 \right], \\
([u_i']_{\text{ref}})^2 &\quad \text{and} \\
\left(\sum_{i=1}^{96} \frac{1}{2} (u_i^2 - (u_i'))^2 \right) &\quad \text{and} \\
\left(\sum_{i=1}^{96} \frac{1}{2} (dust_i - (dust_i'))^2 \right) &\quad \text{and}
\end{align*}
\]

Unlike (41), (43) normalizes the mean square error of the forecast of zonal wind. This is because the non-linear function used to make the forecast gives the zonal wind forecast errors a tendency to be proportional to the magnitude of the zonal wind.

It is of interest to compare the performance of the GIGG and ETKF filters over many independent trials in our idealized system. To this end 7x512 completely independent data assimilation trials were performed by repeating the random number generation process that led to the data assimilation problems depicted in Figures 6 and 7 using differing independent random number seeds. The performance of each method (using the same forecasts and observations) was then measured by taking averages of the accuracy measures given by (41) and (43) over each subset of 512 trials and also over the 7x512=3584 trials. Since the 10,000 ensemble members depicted in Fig’s 6 and 7 would
be difficult to achieve at today’s operational forecasting centers, we performed each of the 3584 trials using just $K=250$ ensemble members. This ensemble size is large enough to make the value of ensemble covariance localization negligible in our idealized system while small enough to be achievable by some present day meteorological forecasting centers. (Ensemble covariance localization is beyond the scope of this paper but it can be implemented in the GIGG-EnKF in the same way that it is implemented in Anderson’s (2003) generalized two-stage ensemble filter.)

If any of the methods produced analysis ensemble members with negative values for the positive definite variables $u^2$ and $dust$, these negative values were set to zero after the analysis was completed and before the analysis ensemble was used to initialize non-linear forecasts. All of the methods produced negative values of $u^2$ and $dust$ in some of the trials for some of the ensemble members. Since such negative values would not occur for any of the methods in a univariate case, the negative values are attributable to the linear regression used to update unobserved values.

To quantify the statistical significance of performance differences, we used two distinct approaches. First, since each subset of 512 trials is entirely independent of the other subsets, the chance of one of the methods producing lower errors in all 7 trials purely by chance is the same as obtaining seven heads from seven flips of a fair coin; i.e. it is equal to $1/2^7 = 1/128$. Hence, if it is found that one of the methods has lower errors than the other method in all 7 subsets of trials, one may reject the null hypothesis with
[100-(100/128)]% ≈ 99% confidence. Second, when comparing the performance of two methods, we compute the variance $\sigma_{err}^2$ of the domain averaged error difference over all 3584 trials. By the central limit theorem, the mean of the error difference over all 3584 trials should be normally distributed with a standard deviation equal to $\sqrt{\frac{\sigma_{err}^2}{3584}}$. Hence, if the average difference over all 3584 trials is different from zero by more than 3 standard deviations, one may again reject the null hypothesis with greater than 99% confidence.

To get a sense of the size of the error reduction (or increase) due to using GIGG instead of either the perturbed observation or deterministic forms of the ETKF relative to the size of the error, we use a percentage error reduction (per) measure which, for the example of a zonal wind forecast, is given by

$$
\left[u^f\right]_{per} = 100 \left[ \frac{\langle \left[u^f\right]_{mse}^{rel}(ETKF) \rangle - \langle \left[u^f\right]_{mse}^{rel}(GIGG) \rangle}{\frac{1}{2} \left( \langle \left[u^f\right]_{mse}^{rel}(ETKF) \rangle + \langle \left[u^f\right]_{mse}^{rel}(GIGG) \rangle \right) } \right]
$$

(44)

where $\langle \left[u^f\right]_{mse}^{rel}(ETKF) \rangle$ gives the average $\left[u^f\right]_{mse}^{rel}$ incurred by a version of the ETKF over all 3584 trials and $\langle \left[u^f\right]_{mse}^{rel}(GIGG) \rangle$ is the same thing for the GIGG filter. Note that the measure $\left[u^f\right]_{per}$ is positive when GIGG produces smaller average errors than

---

3 In the sense that if this rejection rule was used and there was no difference between the two methods, it would produce a false rejection in less than 1 out of 100 cases.
ETKF. Note also that the possible values of \( \left[ u' \right]_{\text{per}} \) range between +200 and -200 as

\[
\left[ u' \right]_{\text{rel}}^{\text{GIGG}} \text{ ranges from zero to infinity. Also note that in the case that}
\]

\[
\left[ u' \right]_{\text{rel}}^{\text{GIGG}} = \frac{1}{3} \left[ u' \right]_{\text{rel}}^{\text{ETKF}} \text{ then } \left[ u' \right]_{\text{per}} = 100. \text{ The percentage error reduction over the 3584 trials was computed for } u, u^2 \text{ and dust at the analysis time by replacing } \left[ u' \right]_{\text{rel}}^{\text{GIGG}} \text{ in (44) by } u'_{\text{mec}}, \left[ u^2 \right]_{\text{rel}}^{\text{mec}} \text{ and } \left[ \text{dust} \right]_{\text{rel}}^{\text{mec}}, \text{ respectively, and at the forecast time for } u^2 \text{ and dust by replacing } \left[ u' \right]_{\text{rel}}^{\text{mec}} \text{ in (44) by}
\]

\[
\left[ u^2 \right]_{\text{rel}}^{\text{mec}} \text{ and } \left[ \text{dust} \right]_{\text{rel}}^{\text{mec}}, \text{ respectively.}
\]

7. Results

Figure 8 plots the percentage error reduction resulting from using the GIGG filter rather than the perturbed observations ETKF (Fig. 8a) or the deterministic ETKF (Fig. 8b). The percentage error reductions at the analysis time ranged from just 3.7% improvement for the dust variable (Fig. 8b) to 10.2% improvement for the \( u^2 \) variable (Fig. 8a). All of these improvements were statistically significant because (a) the GIGG filter produced smaller error in all 7 subsets of 512 trials for the comparison against the deterministic ETKF and also in the comparison against the perturbed observations ETKF, and (b) the lower 3σ bounds shown on Fig. 8 are all above zero.
Even though the GIGG-EnKF assimilates observations of zonal wind $u$ in exactly the same way as the EnKF, the GIGG-EnKF analysis error variance for $u$ is significantly smaller than the EnKF analysis error variance. This shows that the superior ability of the GIGG-EnKF to assimilate observations of $u^2$ and dust translates into a superior analysis of the Gaussian variable $u$ via the linear regression term that adjusts the $u$ field after each $u^2$ and dust observation is assimilated.

The percentage forecast error reduction due to using GIGG was much greater for the non-linear forecasts than for the analyses. It ranged from 122% for the dust variable (Fig. 8a) to 127% for the $u^2$ variable (Fig. 8b). These >100 % percentage error reductions imply that the normalized squared forecast error of the mean of the ensemble forecast made from the GIGG analysis ensemble is less than a 3rd of the corresponding normalized squared error from EnKFs.

As previously mentioned, the accuracy of the non-linear forecasts is sensitive to the accuracy of the 2nd and higher moments of the ensemble distribution of analyses. The large degree of superiority of the GIGG ensemble over both versions of ETKF ensembles after non-linear forecast mappings indicates that the GIGG’s representation of these higher order moments is profoundly more accurate than that of either version of the ETKF.

To highlight the differences between the 2nd order and higher moments for the various filters, single observation experiments were performed in the case that the prior mean of zonal wind was set to zero at all grid points. In order to obtain smooth ensemble
pdfs, the ensemble size was reset to $K=10,000$ members for these experiments. Figure 9 compares and contrasts the posterior ensemble pdfs obtained from single observations of $u^2$. Comparison of Fig’s 9a and 9b shows that (as was previously mentioned) the posterior ensemble variance from the GIGG filter depends on the value of the observation because the posterior ensemble standard deviation is proportional to the posterior ensemble mean. In contrast, Figures 9e and 9f show that the posterior variance for the deterministic ETKF is independent of the value of the observation. (The only reason that the posterior variance for the perturbed observations ETKF shown in Fig. 9c is different to that shown in 9d is because the perturbed observations ETKF produced physically impossible negative values of $u^2$ which were subsequently set to zero).

Comparison of the posterior skewness given on panels 9a, 9c and 9e shows that the posterior skewness given by the GIGG filter lies somewhere in between the posterior skewness given by the perturbed observations and deterministic ETKF. The fact that the prior and posterior skewness of the deterministic ETKF is essentially unchanged by data assimilation is consistent with the results of Lawson and Hansen (2004). Lawson and Hansen found that this inability of deterministic EnKFs to change the ensemble skewness degraded its performance relative to the perturbed observations form of the EnKF.

We speculate that it is these profound differences between the ETKF and GIGG’s treatment of 2nd and 3rd posterior moments that cause the non-linear forecast superiority of GIGG over ETKF to be so much greater than its superiority at the analysis time.

8. Summary
The perturbed observations EnKF can only accurately sample the true posterior distribution given by Bayes’ theorem when both forecast and observation uncertainty are described by Gaussian pdfs. The GIGG-EnKF algorithm (eq 39) retains the accuracy of the EnKF in the Gaussian case while lending it a high degree of accuracy in the following two non-Gaussian, highly skewed, non-negative cases:

(i) The ensemble forecast of an observation is a random sample from a gamma pdf and the pdf of observations given truth is an inverse-gamma pdf, and

(ii) The ensemble forecast of an observation is a random sample from an inverse-gamma pdf and the pdf of observations given the truth is a gamma pdf.

Consequently, the GIGG-EnKF is better suited than existing EnKFs in situations where the forecast and observation uncertainty are more accurately approximated by gamma or inverse-gamma distributions than by Gaussian distributions.

If the GIGG filter assimilates all observations with the Gaussian assumption, the posterior GIGG ensemble is identical to that of a perturbed observations EnKF. However, when (gamma, inverse-gamma) or (inverse-gamma, gamma) pdf pairs are assumed to best describe forecast and observation uncertainty, the posterior mean, standard deviation and skewness are all significantly different to that which would be obtained by the perturbed observations EnKF. For these variables, the GIGG posterior standard deviation is proportional to the GIGG posterior mean and hence depends on the value of the observation. In contrast, the EnKF posterior standard deviation is independent of the particular value of the variable that is observed. Posselt et al. (2014) identified this
inability of EnKFs to allow the posterior variance to change with the observed value as one of its fundamental limitations. The GIGG-EnKF usefully removes this limitation in situations where its assumptions are satisfied.

Skewness increases with the asymmetry of a pdf and may be viewed as a crude measure of non-Gaussianity. Posterior skewness was found to be largely independent of the observed value for all of the EnKFs. But it was very sensitive to the flavor of EnKF employed. As in Lawson and Hansen (2004), when the prior was skewed and hence qualitatively non-Gaussian, the deterministic EnKF (ETKF) returned a posterior distribution with almost the same skewness and same degree of non-Gaussianity. The GIGG posterior skewness was less than that of the deterministic EnKF and somewhat higher than that delivered by the perturbed observations EnKF.

A multi-grid point and multi-variable idealized system was used to compare and contrast the data assimilation performance of the GIGG filter with that of the EnKF. The GIGG delivered significant reductions in ensemble mean error at the analysis time.

To test the accuracy of the higher moments of an analysis ensemble a new or at least unsung method was introduced. It is based on the fact that the mean of the ensemble distribution obtained after applying a non-linear “forecast” mapping to each member of the ensemble is highly sensitive to the higher moments of the analysis ensemble. For this study, analysis ensemble variables were raised to either the 2nd or 4th power to create a “forecast” ensemble. The percentage error reduction of the forecast ensemble mean error due to the GIGG filter after these non-linear forecast mappings was found to be more
than an order of magnitude larger than the corresponding reduction associated with the analysis ensemble. Notably, the normalized squared forecast error of the mean of the ensemble forecast made from the GIGG analysis ensemble was less than a 3rd of the corresponding normalized squared forecast error from the EnKFs.

An alternative approach for the assimilation of non-Gaussian variables is to attempt to find a non-linear transformation of the observation that would make the observation errors in the transformed space be Gaussian. The appeal of this approach is that it would allow observations with non-Gaussian error statistics to be assimilated in a data assimilation scheme designed for Gaussian uncertainty distributions. However, as discussed in the Introduction, non-linear transformations of unbiased observations result in biased transformed observations. Furthermore, this bias depends on difficult to predict flow dependent variances of the observation error of representation.

The GIGG-EnKF enables near-zero semi-positive definite variables with highly skewed uncertainty distributions to be assimilated without observation bias inducing non-linear transformations.

Work underway will compare the effectiveness of the GIGG-EnKF against the EnKF in assimilating synthetic precipitation observations generated by a cloud model. The GIG equation set is particularly appropriate in this context. In addition, the GIGG-EnKF may be used to extend the univariate method described in Bishop and Satterfield (2013) and Bishop et al. (2013) for finding the distribution of true error variances given an imperfect ensemble variance to a multivariate method. This is because the pdf of ensemble
variances given a true error variance is well modelled as a gamma pdf while the prior climatological pdf of true flow dependent error variances is well-modelled by an inverse gamma pdf. Hence, the IGG flavor of the GIGG-EnKF may be of assistance in this endeavor.

Gamma and inverse-gamma pdfs are only bounded on one side. However, there are important atmospheric variables such as specific humidity that have known upper and lower bounds. Hopefully, the approach taken by the GIGG filter to accommodate variables that are bounded on one side can be extended to accommodate variables that are bounded on two sides.
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Appendix A: Evaluation of Bayes’ theorem for GIG

To evaluate equation (3) note that the dependence on $y_j$ of the numerator of equation (3) is given by
\[
L(y_j^r | y_j) \propto y_j^{[(r_j^r) + 1]} \exp \left( \frac{-y_j}{y_j^r} \right) \exp \left( \frac{-r_j^r}{y_j^o} \right)
\]

\[
= y_j^{[(r_j^r) + (r_j^o) + 1]} \exp \left[ -\left( \frac{P_j^r}{y_j} + \frac{R_j^r}{y_j^o} \right) y_j \right]
\]

\[
= y_j^{[(r_j^r) + (r_j^o) + 1]} \exp \left[ -\left( \frac{R_j^r}{y_j} + \frac{P_j^r}{y_j^o} + 1 \right) \right] y_j
\]

\[
= y_j^{[(r_j^r) + (r_j^o) + 1]} \exp \left[ -\left( \frac{y_j}{\langle y_j \rangle} \right) \right]
\]

(A1)

where

\[
\left( \Pi_j^r \right)^{-1} = \left( R_j^r \right)^{-1} + \left( P_j^r \right)^{-1} + 1 \quad \text{and} \quad \frac{1}{\langle y_j^o \rangle} = \frac{1}{\left( \langle y_j^o \rangle \right)^{-1} + \left( P_j^r \right)^{-1} + 1} \left( \frac{P_j^r}{y_j^o} + \frac{R_j^r}{y_j^o} \right).
\]

(A2)

The \( y_j \) dependence of the last line of (A1) is isomorphic to that shown in equation (1). Hence, the posterior distribution must be a gamma pdf with a different set of parameters. Since it is only the numerator of equation (3) that imparts \( y_j \) dependence and since the role of the numerator of (3) is to ensure that the posterior pdf integrates to unity, it follows that the gamma pdf
\[
\frac{1}{\Gamma((\Pi_j')^{-1})}\left(\frac{\Pi_j'}{\langle y_j'\rangle}\right)^{\Pi_j'-1}\exp\left[-\left(\frac{y_j}{\langle y_j'\rangle}\right)^2\right] = \frac{L(y_j^n | y_j)\rho_{\text{prior}}(y_j)}{\int_0^\infty L(y_j^n | y_j)\rho_{\text{prior}}(y_j)dy_j}
\]

is the solution to Bayes’ theorem where (A2) defines \(\Pi_j'\) and \(\langle y_j'\rangle\).

It is of interest to try and manipulate these properties into forms that are more easily recognizable to data assimilation experts. First, let us define the type 2 relative forecast error variance

\[
\tilde{\rho}_j = \frac{\text{var}(y_j)}{\langle y_j'\rangle^2 + \text{var}(y_j)}
\]

so that we can write

\[
(\Pi_j')^{-1} = (\tilde{R}_j')^{-1} + (\tilde{\rho}_j')^{-1}
\]

This equation is like the information form of the analysis error covariance matrix. For the posterior mean, note that (A2) implies that

\[
\frac{1}{\langle y_j'\rangle} = \frac{1}{\langle y_j'\rangle}\left(\frac{P_j'}{\langle y_j'\rangle} + \frac{\tilde{R}_j'}{\langle y_j'\rangle}\right) = \Pi_j'\left(\frac{(\tilde{\rho}_j')^{-1}}{\langle y_j'\rangle} + \frac{\tilde{R}_j'}{\langle y_j'\rangle}\right)
\]

Now because \(\Pi_j'\left((\tilde{R}_j')^{-1} + (\tilde{\rho}_j')^{-1}\right) = 1\), (A5) then implies that

\[
\frac{1}{\langle y_j'\rangle} = \Pi_j'\left(\frac{(\tilde{\rho}_j')^{-1}}{\langle y_j'\rangle} + \frac{\tilde{R}_j'}{\langle y_j'\rangle}\right) - \frac{1}{\langle y_j'\rangle}
\]

\[
= \Pi_j'\left(\frac{(\tilde{\rho}_j')^{-1}}{\langle y_j'\rangle} + \frac{\tilde{R}_j'}{\langle y_j'\rangle}\right) - \Pi_j'\left(\frac{(\tilde{\rho}_j')^{-1}}{\langle y_j'\rangle} + \frac{(\tilde{\rho}_j')^{-1}}{\langle y_j'\rangle}\right)
\]

\[
= \Pi_j'\left(\tilde{R}_j'\right)^{-1} - \Pi_j'\left(\tilde{R}_j'\right)^{-1} - \Pi_j'\left(\tilde{R}_j'\right)^{-1} + \frac{1}{\langle y_j'\rangle}
\]

\[
= \Pi_j'\left(\tilde{R}_j'\right)^{-1}\left[\frac{1}{\langle y_j'\rangle} - (\tilde{R}_j' + 1)\frac{1}{\langle y_j'\rangle}\right]
\]
and hence that

\[
\frac{1}{\langle y_j^o \rangle} = \frac{1}{\langle y_j' \rangle} + \Pi_j' (\tilde{R}_j')^{-1} \left\{ \frac{1}{y_j^o} - (\tilde{R}_j' + 1) \frac{1}{\langle y_j' \rangle} \right\}
\]

\[
= \frac{1}{\langle y_j' \rangle} + \frac{1}{(\tilde{R}_j')^{-1} + (\tilde{P}_j')^{-1}} (\tilde{R}_j')^{-1} \left\{ \frac{1}{y_j^o} - (\tilde{R}_j' + 1) \frac{1}{\langle y_j' \rangle} \right\}
\]

\[
= \frac{1}{\langle y_j' \rangle} + \frac{\tilde{P}_j'}{\tilde{R}_j' + \tilde{P}_j'} (\tilde{R}_j')^{-1} \left\{ \frac{1}{y_j^o} - (\tilde{R}_j' + 1) \frac{1}{\langle y_j' \rangle} \right\}
\]  

(A7)

Appendix B: Perturbed observations for gamma prior and inverse gamma likelihood

Holding \(y_j^o\) constant in equation (2) gives

\[
L(y_j^o \mid y_j) \propto (y_j)^{(\tilde{R}_j')^{-1} + 1} \exp \left\{ - (\tilde{R}_j')^{-1} \frac{y_j}{y_j^o} \right\}
\]

\[
= (y_j)^{(\tilde{R}_j')^{-1} + 1} \exp \left\{ - (\tilde{R}_j')^{-1} \frac{y_j}{(\tilde{R}_j')^{-1} + 2} + \frac{(\tilde{R}_j')^{-1} y_j}{(\tilde{R}_j')^{-1} + 2} \right\}
\]

(B1)

where

\[
(R_j^{gig})^{-1} = \left[ (\tilde{R}_j')^{-1} + 2 \right] \text{ and } \langle y_j^{gig} \rangle = \left[ (\tilde{R}_j')^{-1} + 2 \right] y_j^o
\]  

(B2)
Comparison of the form of (B1) with (1) makes it clear that the function of \( y_j \) obtained by holding \( y_j^o \) fixed in (2) is directly proportional to the gamma pdf given by

\[
\rho_L(y_j) = \frac{1}{\Gamma\left[(R_j^{gg})^{-1}\right]} \left((R_j^{gg})^{-1}\right)^{\left((R_j^{gg})^{-1}\right)} \exp\left(-\left(R_j^{gg}\right)^{-1} y_j\right) (y_j)^{(R_j^{gg})^{-1} - 1}\]  

(B3)

The equivalent gamma pdf scale parameter \( \theta_L \) and shape parameter \( k_L \) are given by

\[
k_L = \left(R_j^{gg}\right)^{-1} = (\tilde{R}_j^r)^{-1} + 2 = (\alpha - 1) + 2 = \alpha + 1
\]

\[
\theta_L = \frac{\langle y_j^{gg} \rangle}{k_L} = \frac{(\tilde{R}_j^r)^{-1} + 2}{(\tilde{R}_j^r)^{-1} + 2} = \frac{y_j^o}{(\tilde{R}_j^r)^{-1} + 2} = \frac{y_j^o}{(\alpha - 1)}
\]  

(B4)

**Appendix C: Proof that GIG posterior perturbations have correct variance**

To see that (10) ensures that the posterior perturbations given by the ensemble gig filter satisfy the first line of equation (5), note that from (7) and (10)
\[
\left\langle \frac{y_j^\mu - y_j^\nu}{y_j^\nu} \right\rangle^2
\]

\[
= \frac{\left( y_j^\nu - y_j^\nu \right)}{\left( y_j^\nu \right)^2 + \text{var}(y_j^\nu)}
\]

\[
+ \tilde{\delta} f_k \left( \tilde{\delta} f_k + \tilde{\delta} \Gamma \right)^{-1} \left[ \frac{\left( y_j^{gg} - y_j^{gg} \right)}{\sqrt{\left( y_j^{gg} \right)^2 - 2 \text{var}(y_j^{gg})}} - \frac{\left( y_j^\mu - y_j^\nu \right)}{\sqrt{\left( y_j^\nu \right)^2 + \text{var}(y_j^\nu)}} \right]^2
\]

\[
= \tilde{\delta} f_k \left( \tilde{\delta} f_k + \tilde{\delta} \Gamma \right)^{-1} \left[ \frac{\left( y_j^{gg} - y_j^{gg} \right)}{\sqrt{\left( y_j^{gg} \right)^2 - 2 \text{var}(y_j^{gg})}} + \frac{\left( y_j^\mu - y_j^\nu \right)}{\sqrt{\left( y_j^\nu \right)^2 + \text{var}(y_j^\nu)}} \right]^2
\]

\[
= \tilde{\delta} f_k \left( \tilde{\delta} f_k + \tilde{\delta} \Gamma \right)^{-1} \tilde{\delta} f_k = \Pi f_k
\]

as was required. Thus, the stochastic process given by (7) generates posterior perturbations with the required posterior relative error variance.

Appendix D: Evaluation of Bayes' theorem for IGG

To evaluate Bayes’ theorem for the IGG case, note that

This article is protected by copyright. All rights reserved.
\[ L(y_j^o \mid y_j) \rho_{\text{prior}}(y_j) \propto y_j^{-(\kappa_j^r)^{-1}} y_j^{-(\kappa_j^r)^{-2}} \exp \left( -(R_j^r)^{-1} y_j^o \right) \exp \left( \frac{-\left( \hat{P}_j^r \right)^{-1} \left\{ y_j' \right\}}{y_j} \right) \]

\[ = \left( y_j \right)^{-(\kappa_j^r)^{-2}} \exp \left( -(\hat{\Pi}_j^r)^{-1} \left\{ y_j^o \right\} \right) \]

where

\[ (\hat{\Pi}_j^r)^{-1} = (R_j^r)^{-1} + (\hat{P}_j^r)^{-1} \quad \text{and} \quad \left\{ y_j^o \right\} = (\hat{\Pi}_j^r) \left( (R_j^r)^{-1} y_j^o + (\hat{P}_j^r)^{-1} \left\{ y_j' \right\} \right). \]

The \( y_j \) dependence of the last line of (D1) is isomorphic to that of the inverse gamma pdf given by (13). Thus, the normalization factor required to make the integral of this function is equal to (1) also has the same form as that in (13) and hence

\[ \frac{\left( \hat{\Pi}_j^r \right)^{-1} \left\{ y_j^o \right\} \left[ (\kappa_j^r)^{-1} \right]} {\Gamma \left( (\kappa_j^r)^{-1} + 1 \right)} \left( y_j \right)^{-(\kappa_j^r)^{-2}} \exp \left( -(\hat{\Pi}_j^r)^{-1} \left\{ y_j^o \right\} \right) = -\int_0^\infty L(y_j^o \mid y_j) \rho_{\text{prior}}(y_j) dy_j \]

is the solution to Bayes’ theorem for this inverse gamma prior, gamma likelihood (IGG) case where \( \hat{\Pi}_j^r \) and \( \left\{ y_j^o \right\} \) are given by (D2), respectively.

It is of interest to try and manipulate these properties into forms that are more easily recognizable to atmospheric data assimilation researchers. First, note that

\[ (\hat{\Pi}_j^r)^{-1} = (R_j^r)^{-1} + (\hat{P}_j^r)^{-1} \]

implies that

\[ \hat{\Pi}_j^r = \frac{\hat{P}_j^r R_j^r}{\hat{P}_j^r + R_j^r} = \frac{(\hat{P}_j^r + R_j^r) \hat{P}_j^r}{\hat{P}_j^r + R_j^r} - \frac{(\hat{P}_j^r)^2}{\hat{P}_j^r + R_j^r} = \hat{P}_j^r - \hat{P}_j^r \left( \hat{P}_j^r + R_j^r \right)^{-1} \hat{P}_j^r \]

(D4)
This equation is like the error form of the analysis error covariance matrix. For the posterior mean, note that (D2) implies that

\[
\langle y^o_j \rangle = \langle \Pi_j \rangle \left[ \left( R_j^r \right)^{-1} y^o_j + \left( \tilde{P}_j^r \right)^{-1} \langle y'_j \rangle \right] = \frac{\tilde{P}_j^r R_j^r}{\tilde{P}_j^r + R_j^r} \left[ \left( R_j^r \right)^{-1} y^o_j + \left( \tilde{P}_j^r \right)^{-1} \langle y'_j \rangle \right]
\]

\[
= \langle y'_j \rangle - \frac{\tilde{P}_j^r + R_j^r}{\tilde{P}_j^r + R_j^r} \langle y'_j \rangle + \frac{R_j^r}{\tilde{P}_j^r + R_j^r} \langle y'_j \rangle + \frac{\tilde{P}_j^r}{\tilde{P}_j^r + R_j^r} y^o_j
\]

\[
= \langle y'_j \rangle + \frac{\tilde{P}_j^r}{\tilde{P}_j^r + R_j^r} (y^o_j - \langle y'_j \rangle).
\]

(D5)
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Table 1: Symbols in order of appearance
$y_j^o$ \quad \text{jth observation}

$y_j$ \quad \text{true value of jth observation}

$\varepsilon_j^o = y_j^o - y_j$ \quad \text{observation error}

$y_j^f$ \quad \text{ith random sample from the prior distribution of $y_j$}

$\langle y_j^f \rangle$ \quad \text{mean of $K$ random samples from the prior distribution of $y_j$}

$\text{var}(y_j^f)$ \quad \text{true mean of prior distribution of $y_j$}

$\text{var}(y_j^f)$ \quad \text{true variance of prior distribution of $y_j$}

$P_j^f = \frac{\text{var}(y_j^f)}{\langle y_j^f \rangle^2}$ \quad \text{type 1 relative error variance of prior}

$P_j^f = \frac{\text{var}(y_j^f)}{\langle y_j^f \rangle^2 + \text{var}(y_j^f)}$ \quad \text{type 2 relative error variance of prior}

$P_j = \text{var}(y_j^f)$ \quad \text{variance of prior}

$R_j^f = \frac{\text{var}(\varepsilon_j^o)}{(y_j^o)^2}$ \quad \text{type 1 relative observation error variance}

$R_j^f = \frac{\text{var}(\varepsilon_j^o)}{(y_j^o)^2 + \text{var}(\varepsilon_j^o)}$ \quad \text{type 2 relative observation error variance}

$R_j = \langle R_j^f \langle y_j^f \rangle^2 \rangle$ \quad \text{average of observation error variance over prior}

$\Pi_j = \frac{\text{var}(y_j^o)}{\langle y_j^f \rangle^2}$ \quad \text{type 1 relative analysis error variance}

$\Pi_j = \frac{\text{var}(y_j^o)}{\langle y_j^f \rangle^2 + \text{var}(y_j^o)}$ \quad \text{type 2 relative analysis error variance}

$y_{ji}^{igg}$ \quad \text{ith perturbed observation for ensemble gig (igg) filter}

$\langle y_{ji}^{igg} \rangle$ \quad \text{mean of perturbed observations for ensemble gig (igg) filter}

$R_{ji}^{igg} = \langle R_j^{igg} \rangle$ \quad \text{type 1 relative variance of perturbed observations for gig (igg)}

$\tilde{R}_{ji}^{igg} = \langle \tilde{R}_j^{igg} \rangle$ \quad \text{type 2 relative variance of perturbed observations for gig (igg)}
Table 1: Symbols in order of appearance (continued)

\[
\frac{y_{ji}^n - y_j^o}{\sqrt{\left(y_j^o\right)^2 + \text{var}(y_{ji}^n)}} \quad \text{normalized univariate analysis perturbation from igg filter}
\]

\[P_{ji}^{oo} = P_{ji}^o = \text{var}(y_j^f) \quad \text{variance of prior}
\]

\[P_{kj} = \text{covar}(y_k^f, y_j^f) \quad \text{covariance of kth observation with jth observation in the prior}
\]

\[x_{ji}^f \quad \text{ith member of ensemble forecast of } \mu \text{th model variable}
\]

\[P_{ji}^{mo} = \text{covar}(x_{ji}^f, y_j^f) \quad \text{covariance of } \mu \text{th model variable with jth observation in the prior}
\]
Figure Captions

Figure 1: All of the above pdfs pertain to distributions with standard deviations of unity. The means of the blue, green and red lines are 1, 2, and 11, respectively. Going from top to bottom, panels refer to Gaussian, gamma, inverse-gamma and lognormal pdfs, respectively. Note that the gamma, inverse-gamma and lognormal pdfs are all similar to the Gaussian pdfs when the mean is large compared with the standard deviation (red lines).

Figure 2: Left two panels pertain to GIG filter, right two panels to IGG filter. In all panels, the mean of the prior is equal to 1 and is indicated by the dashed vertical line while the dashed curve gives the prior pdf. In the top (bottom) two panels, the observed value is equal to 0.5 (3) and is indicated by the dot-dash vertical line while the dot-dash curve gives the likelihood probability density of this observation occurring as a function of the true value of $y_j$. In all panels, the posterior mean is given by the vertical solid line while the true posterior pdf $\rho(y_j | y_j')$ is given by the curved solid line. Note that in all cases the posterior pdf is proportional to the product of the dashed and dot-dashed curves.
The corresponding GIG and IGG ensemble based estimates of these pdfs \( \rho_{\text{ensemble}}(y_j | y_j^0) \) are given by the thicker grey line. The normalized root mean square distance (rmsd) and maximum difference (maxd) between the ensemble based and analytical posterior pdfs are written on each panel.

Figure 3: Normalized maximal distance between \( \rho(y_{ji} | y_j^0) \) and \( \rho_{\text{ensemble}}(y_{ji} | y_j^0) \) as a function of the type 1 relative variances \( P_j^r \) and \( R_j^r \). Left two panels pertain to GIG filter, right two panels to IGG filter. Top two panels pertain to an observed value of 0.5, bottom two panels to an observed value of 3. The prior mean was equal to 1 in all cases. In all panels, the numbers on the abscissa and ordinate axes give the exponents \( m \) and \( n \) that define the observation and forecast relative error variance, respectively. Equation (32) \{33\} defines this relationship for the GIG \{IGG\} filter.

Figure 4: As in Figure 2, the difference between the curve given by the thin black curve \( \rho(y_{ji} | y_j^0) \) and the thick grey line \( \rho_{\text{ensemble}}(y_{ji} | y_j^0) \) indicates the error in the new ensemble filters presented in this paper. In (a) and (b) are shown the worst cases for the GIG and IGG filters, respectively. These worst cases correspond to highly uninformative prior and likelihood distributions for which the type prior and observation relative error
variance is given by unity. In (c) is shown, the second worst case for the IGG filter in which the type 1 relative observation error variance is equal to 0.5.

Figure 5: Covariance matrices of random vectors used to create prior distributions of the zonal wind. The prior mean is a random vector with mean zero and covariance matrix given by 5a. For the zonal wind \( u \) mean depicted by the thick green line in figure 6, the individual prior ensemble members of \( u \) depicted as colored lines in figure 6 were obtained by adding perturbations with mean zero and covariance matrix given by 5b to the zonal mean.

Figure 6: Example of system used to examine filter performance. Abscissa gives the index of the grid point on the periodic model domain. Ordinate gives the value of the model variable. Grey lines depict the 10000 members of the prior ensemble forecast. Thick green line gives the prior forecast ensemble mean. Cyan line depicts the truth. Red dots indicate the error prone observations of the truth. Black lines depict the posterior analysis ensemble obtained from the GIGG filter. Yellow line depicts the posterior analysis ensemble mean. (The yellow line is largely obscured by the truth (cyan line)). Top, middle and bottom panels refer to zonal wind \( u \), \( u^2 \) and dust, respectively.

Figure 7: As in Figure 6, but for the perturbed observations ETKF.
Figure 8: Percentage reduction in average square error of analysis and forecast ensemble mean over the 3584 independent trials. In (a) and (b) is shown the reduction due to using GIGG instead of the perturbed observations ETKF and the deterministic ETKF, respectively. The red crosses give the mean percentage error reduction while the upper and lower “+” signs give the upper and lower 99% confidence intervals for each result.

Figure 9: Illustration of the stark differences between the higher order moments of the posterior ensemble distributions produced by the GIGG (panels a and b), perturbed observations ETKF (panels c and d) and deterministic ETKF (panels e and f). In all panels, the black dashed line gives the prior ensemble density, the vertical black dashed line gives the value of the prior ensemble mean (equal to 1 in all cases), the vertical dot-dashed line gives the value of the observation and the solid grey line is the pdf of the posterior ensemble, while the vertical solid grey line gives the posterior mean. The three left (right) panels pertain to an observation of 5 (0.5).
Figure 1: All of the above pdfs pertain to distributions with standard deviations of unity. The means of the blue, green and red lines are 1, 2, and 11, respectively. Going from top to bottom, panels refer to Gaussian, gamma, inverse-gamma and lognormal pdfs, respectively. Note that the gamma, inverse-gamma and lognormal pdfs are all similar to the Gaussian pdfs when the mean is large compared with the standard deviation (red lines).
Figure 2: Left two panels pertain to GIG filter, right two panels to IGG filter. In all panels, the mean of the prior is equal to 1 and is indicated by the dashed vertical line while the dashed curve gives the prior pdf. In the top (bottom) two panels, the observed value is equal to 0.5 (3) and is indicated by the dot-dash vertical line while the dot-dash curve gives the likelihood probability density of this observation occurring as a function of the true value of $y_j$. In all panels, the posterior mean is given by the vertical solid line while the true posterior pdf $\rho(y_j | y'_j)$ is given by the curved solid line. Note that in all cases the posterior pdf is proportional to the product of the dashed and dot-dash curves. The corresponding GIG and IGG ensemble based estimates of these pdfs $\rho_{\text{ensemble}}(y_j | y'_j)$ are given by the thicker grey line. The normalized root mean square
distance (rmsd) and maximum difference (maxd) between the ensemble based and analytical posterior pdfs are written on each panel.

**Figure 3:** Normalized maximal distance between $\rho(y_j \mid y_j^o)$ and $\rho_{\text{ensemble}}(y_j \mid y_j^o)$ as a function of the type 1 relative variances $P_j$ and $R_j$. Left two panels pertain to GiG filter,
right two panels to IGG filter. Top two panels pertain to an observed value of 0.5, bottom two panels to an observed value of 3. The prior mean was equal to 1 in all cases. In all panels, the numbers on the abscissa and ordinate axes give the exponents $m$ and $n$ that define the observation and forecast relative error variance, respectively. Equation (32) \{33\} defines this relationship for the GIG \{IGG\} filter.
Figure 4: As in Figure 2, the difference between the curve given by the thin black curve $\rho(y_{\mu} | y^o)$ and the thick grey line $\rho_{\text{ensemble}}(y_{\mu} | y^o)$ indicates the error in the new ensemble filters presented in this paper. In (a) and (b) are shown the worst cases for the GIG and IGG filters, respectively. These worst cases correspond to highly uninformative prior and likelihood distributions for which the type 1 prior and observation relative error variance is given by unity. In (c) is shown, the second worst case for the IGG filter in which the type 1 relative observation error variance is equal to 0.5.
Figure 5: Covariance matrices of random vectors used to create prior distributions of the zonal wind. The prior mean is a random vector with mean zero and covariance matrix given by 5a. For the zonal wind $u$ mean depicted by the thick green line in figure 6, the individual prior ensemble members of $u$ depicted as colored lines in figure 6 were obtained by adding perturbations with mean zero and covariance matrix given by 5b to the zonal mean.
Figure 6: Example of system used to examine filter performance. Abscissa gives the index of the grid point on the periodic model domain. Ordinate gives the value of the model variable. Grey lines depict the 10000 members of the prior ensemble forecast. Thick green line gives the prior forecast ensemble mean. Cyan line depicts the truth. Red dots indicate the error prone observations of the truth. Black lines depict the posterior analysis ensemble obtained from the GIGG filter. Yellow line depicts the posterior analysis ensemble mean. (The yellow line is largely obscured by the truth (cyan line)). Top, middle and bottom panels refer to zonal wind $u$, $u^2$ and dust, respectively.
Figure 7: As in Figure 6, but for the perturbed observations ETKF.
Figure 8: Percentage reduction in average square error of analysis and forecast ensemble mean over the 3584 independent trials. In (a) and (b) is shown the reduction due to using GIGG instead of the perturbed observations ETKF and the deterministic ETKF, respectively. The red crosses give the mean percentage error reduction while the upper and lower “+” signs give the upper and lower 99% confidence intervals for each result.
Figure 9: Illustration of the stark differences between the higher order moments of the posterior ensemble distributions produced by the GIGG (panels a and b), perturbed observations ETKF (panels c and d) and deterministic ETKF (panels e and f). In all panels, the black dashed line gives the prior ensemble density, the vertical black dashed line gives the value of the prior ensemble mean (equal to 1 in all cases), the vertical dot-dashed line gives the value of the observation and the solid grey line is the pdf of the posterior ensemble, while the vertical solid grey line gives the posterior mean. The three left (right) panels pertain to an observation of 5 (0.5).
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