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ABSTRACT

The research reported in this thesis investigated aspects of statistical models used for genomic selection. The importance of, and, interest in genomic selection is driven by the desire to increase the rate of genetic gain for commercially important traits. Genomic selection could increase the rate of genetic gain by increasing the accuracy of selection through the inclusion of DNA markers.

Multiple methods and models have been proposed for implementing genomic selection. All methods have to overcome the problem that the number of DNA markers \( p \) is typically much larger than the number of phenotypic records \( n \) i.e. the \( p>n \) problem. One approach to this problem is to use Bayesian Inference which allows for an oversaturated model. Two simulation studies and a large data study were undertaken to gain a comprehensive understanding of what makes a robust and accurate Bayesian prediction model. Results from the simulation studies indicated that the match between the assumed QTL distribution and the true QTL distribution had an effect on the accuracy of the direct genomic values (DGV) produced by the different Bayesian models. Some of the models producing accurate DGV were computationally demanding. Subsequently, a novel Bayesian model using Stochastic Search Variable Selection (SSVS) for genomic selection was developed (Bayes SSVS). This model was demonstrated to produce accurate DGV and be computationally efficient.

In contrast to the results from simulated studies, the results from a real dairy cattle data study showed a general equality in the accuracy of prediction across the various Bayesian models including Bayes SSVS. The exception was for traits with atypical genetic architectures such as fat percentage in milk where Bayes SSVS and other model selection approaches performed better than other approaches assuming that all markers equally contributed to the total genetic variation.

The thesis also sought to explore the potential of genomic selection for improving novel traits that have been traditionally very difficult to select for. Energy Balance (EB) is a minimally recorded trait as the cost and measurement logistics mean it can only recorded on experimental farms. Using EB as a case study, it was demonstrated
that genomic selection could provide the opportunity to select for EB and other minimally recorded through the accurate prediction of DGV. Additionally, selection for EB could be a valuable tool in finding a balance between production and non-production traits.

Another attractive feature of some of the Bayesian models for genomic selection is they can be used to map QTL. Consequently, the establishment of significance when using multi-locus models for genome wide association studies was explored using a permutation testing approach. Three examples demonstrated that the permutation testing approach could correctly identify QTL. Two specialised approaches, permuting within strata, are presented. One approach accounted for a structured pedigree satisfying the condition of exchangeability. The second approach enabled the identification of secondary moderate QTL in the presence of a major QTL. The effect of the number of permutations needed was also examined; confirming previous results. This method was shown to provide accurate identification of QTL when compared with current approaches.
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CHAPTER 1

Introduction

1.1 THE DEVELOPMENT OF SELECTION TECHNIQUES

Genetic improvement of breeding stock has been the goal of livestock producers for centuries. The emphasis on the selection of superior animals is driven by the desire to both reduce economic costs, for example by reducing health problems or selecting animals with better feed efficiency, and to increase profit by producing animals with a better quality and quantity of the desired product. Over the years, it has become apparent that, in most species, a range of traits need to be selected to obtain animals with a balanced range of desirable characteristics.

The accuracy of the selection for the desired traits determines the amount of genetic gain. This desire to select the superior animals as breeding stock has lead to the refinement and development of selection methods as technology has become available. Traditionally, selection was based entirely on phenotypic characteristics. These traits include reproductive features, weight, body composition and carcass characteristics. Some of these characteristics were evaluated visually, for example for beef cattle, characteristics like anatomical soundness. Other characteristics include different production traits that were identified as significant and quantifiable. Initially, employing these characteristics, an animal’s worth was determined using within herd ratios; that is, an animal’s relative worth was measured as the difference from the herd average. The contemporary herd comparison, proposed in 1954 (Henderson et al., 1954), followed the use of simple averages based on differences in daughter and dam records (Lush, 1931, Lush, 1933). In each case, the aim was to estimate the unobserved genetic or breeding value.

In 1950, C.R Henderson introduced the idea of best linear unbiased prediction (BLUP) (Henderson, 1950). He referred to the BLUP estimates as “joint maximum likelihood estimates”. The BLUP principle was concurrently developed in econometrics (Goldberger, 1962). Henderson then went on to refine the method to enable it to include genetic relationships between animals by including recorded

Computational advances in the 1980s allowed breed associations to start applying the animal model that Henderson had developed. The associations use the BLUP procedure to calculate and report estimated breeding values (EBVs) as a numeric representation of an animal’s genetic worth. EBVs are an efficient way to combine heritability information with the performance of relatives and progeny to predict an animal’s breeding value. EBVs effectively allow breeders to select and compare animals. The breeding values can now be reported to a base average of more than that of animal’s herd or management group. Australian Breeding Values (ABVs) are recorded by the Australian Dairy Herd Improvement Scheme (ADHIS) in a national database containing all Australian Dairy Cattle. Similarly for beef cattle, BREEDPLAN reports EBVs for Australian beef cattle and is also utilised in other countries. Initially only like-treated cattle (same management group) were compared. Subsequently, management groups have been linked via common herd genetics (sires with progeny in more than one management group) allowing cross-herd comparisons.

While substantial genetic gain has been achieved by selection on EBV evident through its implementation across many industries and countries, in recent years the information on the bovine genome has increased dramatically. Single nucleotides polymorphisms (SNP) have become mapped in the hundreds of thousands while, in more recent years, some animals have had their genome completely sequenced (Liu et al., 2009). Consequently, with such an increase in information, considerably more research has been focused on identifying mutations or quantitative trait loci (QTL) affecting economically important traits. The identification of major QTL can be used to select animals with the QTL to increase the genetic gain for a desirable trait.

Despite substantial research on marker assisted selection (MAS) in general, the results have had minimal impact. This is because, as is becoming increasingly clear, most traits are not controlled by QTL with large effects but are affected by many QTL with each explaining only a small amount of the variation seen in the trait (e.g. Chamberlain et al. (2007)). Therefore identifying and selecting on only one or a few
QTL has not produce the results or genetic gain that was initially expected and desired.

Genomic Selection (Meuwissen et al., 2001) is an alternative approach to MAS. The main difference is that MAS seeks to use only a single or small subset of SNPs known to be linked to QTL, whereas genomic selection uses all SNPs at once and therefore can explain more of the variation for the trait of interest. Genomic selection does not attempt to quantify the number of or identify QTL affecting the trait of interest but seeks to capture and maximize the proportion of genetic variance that can be explained by the markers. Genomic prediction, the first step in genomic selection, uses linkage disequilibrium (LD) between the SNP markers and the QTL to capture the true QTL effects and thus the animal’s true breeding value. Thus genomic prediction estimates SNP effects in order to approximate the true QTL effects.

The major challenge of genomic prediction is to accurately model the true QTL effects. This challenge is caused by disparity between the large number of SNP markers (p) and the number of records (n) that are available to estimate the SNP effects. This is the well documented $p>n$ statistical problem. Any model to be used for genomic prediction must be able to accommodate the $p>n$ problem.

Genomic selection is the selection of animals based on their direct genomic value (DGV) for a specific trait. These DGV are estimated breeding values, based only on marker effects and genotypes. The creation of the prediction equation and subsequent estimation of the DGV is termed “genomic prediction” and is the first step in genomic selection. This first step utilises a reference population of animals that have phenotypes, genotypes and a known pedigree. The second step is using the prediction equation to estimate DGV for a set of selection candidates and then to select the best animals based on these genomic breeding values.

The importance of, and, interest in genomic selection is driven by the desire to increase the rate of genetic gain for commercially important traits. Genomic selection provides an approach to increase the rate of genetic gain by through the inclusion of DNA markers. This is caused by a higher accuracy of selection. Additionally, genomic selection allows for the selection of juvenile animals without phenotypes.
This can be exceptionally useful for traits were phenotypic observations are only possible late in life e.g. sex limited traits and slaughter quality traits. This early selection leads to both, a decrease in generation interval and a decrease in the age at first mating. In addition, traits that using current selection techniques have a low accuracy of selection could achieve a higher accuracy of selection through the use of genomic selection. This potentially includes traits that have a low heritability, that are difficult or expensive to measure, and thus are minimally recorded, such as late life and slaughter quality traits, and disease resistance.

1.2 AIMS AND OUTLINE OF THE THESIS

Multiple methods and models have been proposed for implementing genomic selection. Perhaps the most popular approach is Bayesian Inference. This approach allows for an oversaturated and sparse model which is one approach to the $p>n$ problem where the number of parameters ($p$) (in this case the SNP effects) to be estimated is greater than the number of records or observations ($n$) available for estimating them. The next chapter reviews the literature and possible models for genomic prediction.

Subsequent chapters (3-6) focus on aspects of and development of Bayesian models and their performance. Bayesian approaches are dependent on the specification of prior distributions. The choice of prior distributions therefore can have a significant impact on the accuracy of the predicted DGV through the prediction of the SNP effects. In the research reported in the Chapter 3, the effect on the accuracy of the predicted DGV caused by varying the prior distributions used for the SNP effects was investigated. The major finding was that the approaches that produced the higher accuracies were the most computationally demanding. Consequently, an additional method, known as Bayes SSVS, was developed. It is presented in Chapter 4. The advantage of Bayes SSVS is that it maintained the assumptions of the original accurate Bayes B (Meuwissen et al., 2001) approach while requiring a less computationally demanding MCMC algorithm. Using real dairy data, this approach was demonstrated to produce accurate results equivalent to the original Bayes B. This
approach and the results of this study have been published in Genetics Research (Verbyla et al., 2009).

A second simulation study is presented in Chapter 5. This study used the simulated data from the 13th QTL-MAS workshop where the data structure closely resembled a linkage analysis and again examined the effect of different prior distributions. Bayes SSVS from Chapter 4 was one of three new methods not presented in Chapter 3. Bayes A that was applied in Chapter 3 was also used. This study showed that Bayesian methods that allowed SNP to explain different amounts of variation produced very similar sets of DGV compared to a genomic BLUP approach which assumes that all SNP explain an equal amount of variation. Despite producing a different set of DGV, the Bayesian genomic BLUP approach produced DGV equally highly correlated with the true breeding values (TBV). This indicated that despite its dissimilar assumptions to the other approaches that it may still provide a viable approach to genomic prediction under certain conditions. This second simulation study has been published in BMC Proceedings as part of the publications from 13th QTLMAS workshop (Verbyla et al., 2010a).

Chapter 6 contains a critical overview of a range of Bayesian approaches and examines the accuracy of these approaches when predicting DGV in real data. It examines the robustness of the different models across nine dairy traits with differing genetic architecture. In addition, it examines whether the pre-selection of smaller subsets of SNP is detrimental or beneficial to the accuracy of prediction. For this research, a set of proven bulls with Australian Breeding Values (ABV) for the nine dairy traits were used to predict DGV using Bayes A and Bayes BLUP with three different sets of SNP (two subsets and a set of all SNP). Bayes SSVS was also run to enable further comparison. In addition to DGV, Genomic Estimated Breeding Values (GEBV) were calculated. This enabled the accuracies of the GEBV to be discussed and compared to the outcomes of other studies using real data and conclusions drawn. This study was orally presented at the 2nd Nordic-Baltic Biometric Conference, 2009 (Tartu, Estonia) and the 60th Annual Meeting of the European Federation of Animal Science 2009 (Barcelona, Spain).
Genome wide association studies (GWAS) to identify QTL are still of importance for understanding biological pathways and identification of genes affecting traits. Identification of important biological factors may allow the modification of traits and a better understanding of traits’ genetic architectures both of which may increase the accuracy of genomic prediction. The multi-locus models used for genomic selection can also be used for GWAS. Most QTL studies are performed using single marker models despite the fact that the use of multi-locus models overcomes many of the problems associated with estimating the variances, significance and effect sizes of all markers in separate models. The problem of determining significance however can still remain with the use of multi-locus models; to address this, in Chapter 7, a permutation testing approach is presented. The approach allows for the establishment of significance when using multi-locus models for genome wide association studies. Three examples demonstrate how the permutation approach can be used to produce thresholds that allow the declaration of significant major or moderate QTL. Two stratification approaches are presented. One approach was designed to allow for a structured pedigree within the data and to allow the condition of exchangeability to be satisfied. The second approach enables the identification of secondary moderate QTL when a major QTL is present. This study has been submitted for publication in Genetics.

The research covered in Chapter 8 demonstrated that genomic selection could be used to implement selection for novel traits that are typically minimally recorded due to cost or logistical difficulty in implementing recording in progeny testing schemes such as Energy Balance (EB). Energy Balance is generally only recorded on experimental or nucleus farms. Using a small number of Dutch genotyped animals, the accuracy of estimated breeding values predicted using purely polygenic information (EBV) versus utilising all available SNP and polygenic information (DGV) was examined. The use of SNP information showed an increase in the accuracy of prediction for EB over the simple polygenic model. The study showed that in the future, selection for EB could be performed using genomic selection which could provide a valuable tool in finding a balance between production and non-production traits. This result and study has been published in the Journal of Dairy Science (Verbyla et al., 2010b).
In the final chapter (Chapter 9), a summary of the key findings are presented and the implications of the research outcomes are discussed. In addition, possible future directions are considered, indicating the increasing potential of genomic selection, further enhanced by the contribution of this research.
CHAPTER 2
Literature Review

2.1 INTRODUCTION

As the information on the bovine genome has increased, much focus has been on the identification of quantitative trait loci (QTL) and the inclusion of genetic information in selection techniques. Substantial research has been carried out on Marker Assisted Selection (MAS) where selection is based on one or a set of markers. An overview of the principles of MAS and implementation in livestock is provided by Dekkers (2004). The markers can be in linkage with the QTL, in linkage disequilibrium (LD) with it, or it can be based on the causative mutation gene or can be the causative mutation. A few major QTL and genes affecting traits of interest have been identified and thus some possible markers for use in MAS have been found e.g. Grisart et al. (2002). However, it has become apparent that many traits are controlled by a large number of moderate and minor QTL all contributing to small amounts of the genotype and phenotypic variation (Chamberlain et al., 2007). Thus, there has been only limited successful implementation of MAS.

In 2001, Meuwissen et al. published a paper describing a new approach to using marker data for prediction of breeding values called Genomic Selection (Meuwissen et al., 2001). The main difference is that whilst MAS uses only a single or small subset of markers or single nucleotide polymorphisms (SNP), in contrast, genomic selection uses all SNP at once and therefore can explain more of the variation for the trait of interest. Another difference is that genomic selection assumes that the markers are always in linkage disequilibrium with QTL and therefore the markers can be assumed to be the QTL for the purpose of modelling. In contrast, some MAS schemes assume linkage equilibrium between the markers and QTL which means all QTL alleles are treated as different and have to be estimated separately.

Ideally, the true QTL effects could be estimated, however this is not possible. Consequently, genomic prediction and selection seeks to use the LD between the markers and the QTL to model as accurately as possible the true QTL effects. Thus
the SNP themselves do not have a causal effect on the phenotype but an apparent effect due to being in LD with the QTL.

When the idea of genomic selection was first introduced, the markers available did not provide sufficient coverage of the genome to enable the markers to capture the QTL effects. However in 2003, sequencing of the bovine genome began as part of the collaborative project proposed in the bovine genomic sequencing initiative white paper (Gibbs et al., 2002). That paper indicated a goal to identify 100,000 SNP for use in identification and mapping of QTL regions. Recent bovine SNP chips such as those containing 10,000 (Affymetrix GnenChip® Bovine Genome Array) and 54,000 SNP (Illumina BovineSNP50 BeadChip) allow sufficient coverage of the genome to begin the process of developing strategies to utilise fully this information in genomic selection. These developments and the large reductions in the cost of the technology have made its application viable. Given the availability of the SNP data at reasonable cost, development of statistical methods to allow accurate prediction of breeding values for selection candidates in breeding programs from this data are critical. The discrepancy between the large number of SNP and the smaller number of phenotypic records provides the challenge if the modelling of the SNP effects is to fully utilize the available information. The following section describes the framework of genomic selection while the methods proposed for genomic prediction and the relevant literature are reviewed in the remaining sections in this chapter.

2.2 IMPLEMENTATION OF GENOMIC SELECTION

As illustrated in Figure 2.1, the success of Genomic Selection relies on deriving an accurate prediction equation for predicting breeding values from marker genotypes. As stated in Chapter 1, genomic breeding values based on animals’ genotypes are called direct genomic values (DGV). These DGV can be used to rank and then select the best animals for breeding. Notation for estimated breeding values that utilise marker data is still evolving, but commonly DGV refers to an estimated breeding value from the SNP prediction equation only.

The simplest DGV is the sum of the all SNP effects e.g. \( DGV = \sum_{j=1}^{p} x_j \hat{\beta}_j \) where the DGV is the direct genomic values calculated for the \( i^{th} \) individual, \( x_j \) is the indicator
variable representing the genotype of the \( j^{th} \) marker for the \( i^{th} \) individual \( (x_j=0,1,2) \), \( \hat{\beta}_j \) is the estimated effect associated with marker \( j \). However, the term DGV can also be used when a polygenic effect (based on the pedigree) and the estimated mean are included (Figure 2.1). The term genomic estimated breeding value (GEBV) contains both DGV and traditional pedigree and phenotypic information. The extra information contained in the GEBV extracted from the traditional pedigree and phenotype data is not used in the calculation of the DGV.

The process of creating the prediction equation and then the prediction of DGV is hereafter referred to as genomic prediction. The prediction equation is estimated in a reference population where phenotypes and genotypes exist (Figure 2.1). Once the prediction equation is constructed, the DGV for the selection candidates are directly calculated requiring only an animal’s genotype (SNP) information and the prediction equation.

\[
\hat{DGV} = \hat{\mu} + \sum_{j=1}^{p} x_j \hat{\beta}_j + \hat{u}_i
\]

\( \hat{\mu} \) is the estimated mean for the reference population.

\( \hat{\beta}_j \) is the estimated SNP effect associated with marker \( j \).

\( x_j \) is the genotype of the \( j^{th} \) marker.

\( \hat{u}_i \) is the estimated residual effect associated with the \( i^{th} \) individual.

Figure 2.1 - Genomic Selection Procedure
The ideal reference population has a number of requirements. Evidence suggests that the accuracy of genomic prediction increases as the number of animals within the reference population increases (Hayes et al., 2009c, Usai et al., 2009, VanRaden et al., 2009). Along with this, the type of animals that are in the reference population is equally as important. In the dairy industry, proven bulls provide an excellent option to form the reference population. This is for two reasons. Firstly reference animals need to have reliable phenotypic information; this can be in the form of recorded phenotypes but also estimated breeding values, deregressed EBVs or daughter yield deviations (DYD). Proven bulls have reliable estimated breeding values based on the phenotypes of many offspring. The second reason is because it has been demonstrated that the prediction equation produces the most accurate DGV when the animals in the reference population are related to the selection candidates (Habier et al., 2007, Habier et al., 2010b). If the prediction equation is to be used across genetically different populations, then animals from each distinct population should be present in the reference population. Additionally, Muir (2007) showed that the accuracy produced by a prediction equation persists for more generations if the reference population contains animals from multiple generations.

With a suitable reference population in place, the critical issue for genomic prediction is the method used to predict the SNP effects and establish the prediction equation. In the following section, the methods that have been proposed for genomic prediction are systematically described; they are categorized according to how they tackle the underlying statistical problem of $p > n$ where the number of markers, $p$, significantly exceeds the number of phenotypic records, $n$. The focus of part of this thesis is on aspects related to the performance of Bayesian methods for genomic prediction; it is in the other chapters of this thesis that the performance of the methods which are outlined in this chapter is evaluated.

2.3 STATISTICAL METHODS FOR GENOMIC PREDICTION

Genomic prediction relies on using SNPs located across the entire genome. This means that any statistical method implemented for genomic prediction must be able to simultaneously evaluate marker effects across the entire genome. Consequently the main difficulty to be addressed is how to handle large numbers of markers in a single
model, especially when the majority of the time the number of markers, \( p \), will significantly exceed the number of phenotypic records, \( n \) i.e. the statistical problem of \( p > n \).

The classical multivariate linear regression problem assumes \( p \) variables \( X_1, X_2, \ldots, X_p \) (where \( X_i \) is a \( 1 \times n \) vector) and a response vector \( y \), again with \( n \) observations. The linear relationship between the two corresponds to the simplest prediction equation and can be expressed generally as

\[
y = X\beta + e
\]

where \( X \) is the \( n \times p \) design matrix, \( \beta \) is the vector of coefficients and \( e \) is the residual error also assumed to be normally distributed, \( e \sim N(0, I \sigma_e^2) \). The vector of coefficients, \( \beta \), using classical regression when it is fit as a fixed effect is estimated by \( (X'X)^{-1}X'y \), thus requiring \( p \leq n \). Unfortunately, as the number of SNP available is usually far greater than the number of phenotypic records, this approach is not viable for genomic prediction. This is because there is no unique solution to \( \beta \) but many equally good solutions (i.e. the sum of squares equals zero). For instance, one solution is \( \beta = X'(XX')^{-1}y \). Despite there being possible solutions, a problem arises when these \( \beta \) are used in a new sample and the prediction error variance is large.

Hierarchical models which overcome this \( p > n \) problem perceive the problem as a prediction problem where the effects of all \( p \) parameters are estimated (i.e. BLUP). Whilst others approach the problem as a model or variable selection problem utilising sparsity, still others use dimension reduction approaches to attempt to establish the original variable or set of variables. The models can also be distinguished by their assumptions or lack of assumptions about the distribution of QTL effects. Those models using model/variable selection and dimension reduction approaches are seeking to remove the noise and identify the important parameters explaining variation. Consequently these models can also be used in QTL studies and genome wide association studies. Another decision is whether to use a linear or non-linear predictor. This leads to the question of whether using non-linear predictors is sensible given that the SNP effects are linearly combined when calculating DGV.
A further question is whether to model the QTL effects as fixed or random. Generally the approaches proposed for genomic prediction, as discussed later in this chapter, choose to fit the effects as random. This is because it allows all SNP to be fitted in a single model. These models include both Bayesian and frequentist approaches. A Bayesian always treats all parameters as random with distributions while frequentists are able to fit both random and fixed effects. Frequentist and Bayesian perspectives differ due to the fundamental beliefs and definition that they attribute to probability. A frequentist sees probability as a long-run frequency and will calculate confidence intervals and construct significance levels. In contrast, Bayesians perceive probabilities to be a measure of the "degree of belief" and using Bayes' theorem (the rules of probability) the belief can be revised given the observed data. Chapter 3 contains an introduction to Bayesian Inference.

2.3.1 Stepwise Regression

An obvious approach to determining a prediction equation is to use the classical least-squares regression in a stepwise procedure. Two different such approaches have been proposed for genomic prediction. Meuwissen et al. (2001) present a two step procedure where each marker location is tested for significance and those that are deemed significant are included in the final fixed regression model to estimate the DGV. Alternatively, Habier et al. (2007) and Moser et al. (2009a) use a forward stepwise regression as described in Kutner et al. (2005). This approach adds and removes markers from the model based on significance until no more markers can be added or removed. Once a suitable first-order linear regression equation is developed this becomes the prediction equation and the DGV are calculated. This approach is not perfect, as ideally all markers would be included simultaneously and their significance and effect calculated concurrently. The way to be able to do this is to treat the SNP or QTL effects, $\beta$, as random effects. All other models proposed for genomic prediction, described hereafter model, the SNP effects as random.
2.3.2 BLUP

The simplest approach to modelling the SNP effects as random is to use BLUP (Best Linear Unbiased Prediction) estimation using random regression. BLUP assumes that each SNP effect is drawn from a normal distribution with a constant variance. This assumption is actually an infinitesimal model but will be a good approximation whenever there are many QTL affecting a trait and none of them have a large individual effect. BLUP assumes the same general model and assumptions as presented earlier for a classical multivariate linear regression problem (Section 2.3) where in addition BLUP assumes that the marker effects $\beta$ come from a normal distribution with a common variance. Thus

$$y = X\beta + e$$

where $\beta \sim N(0, \sigma^2_\beta)$

The SNP effects, $\beta$ are estimated by solving

$$\left(X'RX + I\lambda\right)^{-1}X'y$$

where $\lambda = \sigma^2_e/\sigma^2_\beta$ is constant for all markers and $R$ is a diagonal matrix of weights which reflects the reliabilities of phenotypes ($y$) as predictors of breeding value. The diagonal elements of $R$ can be set to 1 thus $R=I$, this occurs when no information is available to weight the phenotypes or where all are highly reliable.

Assuming that the markers are dense enough so that the QTL genotypes are completely predictable from the marker genotypes, then the markers will explain the complete genetic variance ($\sigma^2_a$). The genetic variance explained by the average marker will therefore be $H\sigma^2_\beta$ where $H$ is the average heterozygosity of markers. The heterozygosity of a particular marker is $H = 1 - \sum p_k^2$ where $p_k$ is the frequency of the $k^{th}$ allele and the sum is over all alleles. Under the assumption that each $\beta$ is drawn from a distribution with constant variance $\sigma^2_\beta$ and $\beta$ is independent of the $H$, then $\sigma^2_\beta = \sigma^2_a/(H \times n_p)$. 


Meuwissen et al (2001) assumed \( H = 1 \) because their markers were actually haplotypes of two multi-allelic markers. However, assuming that \( H = 1 \) leads to an underestimate of \( \sigma^2_\beta \) and so the estimates of \( \beta \) will tend to be shrunk excessively.

When using SNP markers that had only two alleles, Habier et al (2007) used
\[
\sigma^2_\beta = \frac{\sigma^2_a}{2\sum_m p_m (1 - p_m)} \tag{1}
\]
where \( p_m \) is the allele frequency for the \( m^{th} \) SNP. Both approaches have been applied in other studies (Moser et al., 2009a, Nielsen et al., 2009, Usai et al., 2009).

The random regression BLUP approach has been shown to be equivalent to the replacement of the additive relationship matrix (A matrix) with the genomic relationship matrix (GRM) in standard mixed models (Fernando et al., 2008, Goddard, 2008, Habier et al., 2007). For example, if the standard animal model is expressed as
\[
y = \mu + Xa + e \quad \text{where} \quad a \sim N(0, \sigma^2_a A) \quad \text{and} \quad e \sim N(0, I \sigma^2_e)
\]
then the variance of \( y \) is
\[
\text{var}(y) = ZAZ^t \sigma^2_a + I \sigma^2_e.
\]
If \( A \) is replaced by \( G \) defined as
\[
XX^t / 2\sum_k p_k (1 - p_k) \quad \text{then} \quad a \sim N(0, \sigma^2_a G)
\]
and \( a \) is equal to \( X\beta \) from random regression BLUP [1]. Different approaches have been suggested for creating the GRM (Hayes and Goddard, 2008b, VanRaden, 2008). Neither of these BLUP approaches are concerned with determining the major effects that may reflect the QTL affecting the trait of interest, rather they are interested only in predicting the total genetic value of each animal. Thus this approach treats genomic prediction as a pure prediction problem.

### 2.3.3 Ridge regression

The BLUP approach discussed in the previous section is a special form of ridge regression (Whittaker et al., 2000). The BLUP solution for the SNP effects [2], is also the ridge regression solution for the SNP effects with \( \lambda \) representing the penalty parameter. The penalty parameter, \( \lambda \) can be found in different ways such as cross validation (Draper and Smith, 1998). Whittaker et al. (2000) suggest testing a range of \( \lambda \) and choosing the \( \lambda \) that minimises the model error.
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2.3.4 Bayes A

An alternative to assuming a normal distribution of SNP effects is to assume a distribution with fat tails e.g. a t-distribution. This means that like BLUP all SNP are assumed to have some effect, however, the fat tails of the assumed distribution allow for the assumption that some of the SNP are in linkage disequilibrium with QTL of moderate to large effect. This assumption can be incorporated in a Bayesian model where the prior distribution for the SNP effects has a hierarchical structure. The SNP effects sampled from a normal distribution with the variance for each SNP sampled from an inverse scaled chi square distribution (or the analogous inverse gamma) as follows:

\[ \beta_i \mid v_i \sim \mathcal{N}(0, v_i) \]
\[ v_i \sim \chi^2(r, s) \sim \gamma^{-1}\left(\frac{r}{2}, s \cdot \frac{r}{2}\right) \]

where \( r \) is the degrees of freedom and \( s \) is the scale parameter. This formulation means that the SNP effects are really being sampled from a student-t distribution. This is evident through the definition of the student t-distribution as probability distribution of the ratio; \( \frac{Z}{\sqrt{V/t}} \) where \( Z \) is the normally distributed \( Z \sim \mathcal{N}(0,1) \) and \( V \) has a chi square distribution with \( t \) degrees of freedom. The expected mean on the distribution is zero and the variance is defined as \( \text{var}(\beta) = \frac{r}{t-2} \).

This model and formulation was termed Bayes A by Meuwissen et al. (2001). The formulation of Bayes A means that each SNP will have some effect. The shape of the distribution that the SNP effects are sampled from is dependent on the degrees of freedom used for the inverse scaled chi square distribution (and subsequently the t-distribution). The values of the inverse scaled chi square distribution parameters, \( r \) and \( s \), can be found for a random variable \( X \), from the mean: \( E(X) = \frac{r s}{r - 2} \) and the variance: \( \text{var}(X) = \frac{2 r^2 s^2}{(r-2)^2 (r-4)} \). Combining the two expressions gives:

\[ \frac{\text{var}(X)}{E(X)^2} = \frac{2}{(r-4)} \]

Thus using the expected mean and variance, the hyper-parameters \( r \) and \( s \) can be set for the inverse scaled chi square distribution.
The variance for the t-distribution (inverse scaled chi-square distribution) is undefined for $t<2$ ($r<4$) and the mean is improper for $t<1$ ($r<2$). As the degrees of freedom increase for the t-distribution, the distribution resembles a normal distribution. Thus with low degrees of freedom (for the inverse scaled chi-square distribution and the resultant t-distribution), this framework allows for the majority SNP to have only minor effect with a few having larger, more major, effects. For some traits, this distribution with fatter tails (see Figure 2.1) may have a better approximation to the real distribution of QTL effects than sampling the SNP effects from a normal distribution (Schaeffer, 2006).

The t-distribution has been used more widely than other fat-tailed distributions because it is possible to sample directly from the posterior distribution when the data are normally distributed by using the hierarchical structure. The general form for the inverse scaled chi square conjugate prior and posterior distributions for the SNP effects are:

$$
\pi(\sigma^2_{\beta_j}) \sim \chi^{-2}(r, s) \text{ prior}
$$

$$
post(\sigma^2_{\beta_j}) \sim \chi^{-2}\left(r + n, \frac{rs + \beta_j \beta_j^T}{r + n}\right) \text{ posterior}
$$

In the formulation of Meuwissen et al (2001), the values of $r$ and $s$ were calculated so that the prior distribution had the same mean and variance as an estimated distribution of QTL effects (eg. Hayes and Goddard (2001)) and $n$ takes the values of 1.

Xu (2003) and ter Braak et al. (2005) applied a Bayesian method analogous to that of Bayes A with alternative prior for the SNP variances. Xu (2003) set $v$ and $s$ to zero to give an uninformative prior where $n$ again takes the value of 1 i.e. $p(\sigma^2_{\beta_j}) \sim (\sigma^2_{\beta_j})^{-1}$. ter Braak et al (2005) presented an extension of the proposed prior in Xu (2003) and report that to ensure a valid posterior the prior should be $p(\sigma^2_{\beta_j}) \sim (\sigma^2_{\beta_j})^{-1+\delta}$ where $0 < \delta \leq 0.5$ yielding a posterior where $n = 1 - 2\delta$. All these priors are conjugate in nature and thus all can be implemented using the Gibbs Sampler, a Markov Chain Monte Carlo (MCMC) sampling algorithm (see Section 3.1.2 for introduction to MCMC sampling algorithms) allowing direct sampling from the posterior distribution. The prior and posterior distributions are summarised in Table 2.1.
Table 2.1- QTL effects variances prior and posterior distributions

<table>
<thead>
<tr>
<th></th>
<th>Prior Distribution</th>
<th>Posterior Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meuwissen et al. (2001)</td>
<td>( \pi(\sigma_{\beta_i}^2) \sim \chi^{-2}(v, s) )</td>
<td>post((\sigma_{\beta_i}^2)) \sim \chi^{-2}\left(v + 1, \frac{vs + \beta_i\beta_i}{v + 1}\right)</td>
</tr>
<tr>
<td>Xu (2003)</td>
<td>( \pi(\sigma_{\beta_i}^2) \sim (\sigma_{\beta_i}^2)^{-1} )</td>
<td>post((\sigma_{\beta_i}^2)) \sim \chi^{-2}(1, \beta_i\beta_i)</td>
</tr>
<tr>
<td>te Braak et al. (2005)</td>
<td>( \pi(\sigma_{\beta_i}^2) \sim (\sigma_{\beta_i}^2)^{-1+i+\delta} )</td>
<td>post((\sigma_{\beta_i}^2)) \sim \chi^{-2}\left(1 - 2\delta, \frac{\beta_i\beta_i}{1 - 2\delta}\right)</td>
</tr>
</tbody>
</table>

Xu (2003) presented results using real barley data that indicate that multiple marker Bayesian analysis analogous to Bayes A gives much clearer results compared to individual marker regression analysis in a Genome wide association study. Whittaker et al. (2000) introduced the idea of marker-assisted selection using ridge regression (this is analogous to BLUP assuming a constant variance for all SNP), but even they acknowledge that having dense markers in the model produces serious co-linearity. Xu (2003) also showed that ridge regression was not viable for entire genome scans using simulated data as it estimated small effects across the simulated genome and failed to find any large effects (as would be expected using BLUP). However, Gianola et al. (2003) present a hierarchical method using ridge regression from a Bayesian perspective. That paper however presented only the theoretical aspects and there has been no subsequent simulation or application of the model published.

2.3.5 Bayes B

Another possible assumption for the SNP effects is that many of the SNP are in genomic regions where there are no QTL and thus have zero effects, whilst a small proportion of SNP are in LD with QTL and consequently do have an effect. Reflecting this assumption, Meuwissen et al (2001) present Bayes B. This alternative approach assumes that the majority of the SNP effects are exactly zero and only a proportion (1- \(\pi\)) of all SNP have a non-zero effect; those that are non zero have an individual variance using the identical prior to that used in Bayes A.
Consequently the SNP effects were sampled from a normal with the variance sampled with probability $\pi$ from a bulk at zero and 1- $\pi$ from the inverse scaled chi square distribution, as originally formulated in Meuwissen et al (2001) is expressed as:

$$\beta_i \mid \sigma_{\beta_i}^2 \sim N(0, \sigma_{\beta_i}^2)$$

$$\sigma_{\beta_i}^2 = 0 \text{ with probability } \pi$$

$$\sigma_{\beta_i}^2 \sim \chi^{-2}(r, s) \text{ with probability } 1-\pi$$

This can alternatively be written as:

$$\beta_i \mid \sigma_{\beta_i}^2 \sim (1-\pi)I_0 + \pi N(0, \sigma_{\beta_i}^2)$$

$$\sigma_{\beta_i}^2 \sim \chi^{-2}(r, S) \sim 
\frac{r}{2} \left( \frac{rS}{2} \right)$$

where $I_0$ is a point mass at zero. This formulation is suggested as more appropriate from a Bayesian Inference perspective (Gianola et al., 2009), however both will produce the same t- distribution for the SNP effects.

This hierarchical structure means that those effects that are non-zero can be thought of as those in stronger LD with the QTL. In fact, if the number of times a SNP is included in the model (i.e. has a non-zero effect) is recorded, the posterior probability of that SNP being linked to a QTL can be calculated.

There are two issues with the use of Bayes B. The first is that $\pi$ has to be predetermined. If a value which is inconsistent with the true distribution of SNP effects is chosen, the accuracy of the DGV could be negatively affected. To overcome this, a method for sampling this proportion has been presented by Fernando (2009). The proposed approach placed a uniform prior on $\pi \sim uniform(0,1)$ and it is sampled along with all other parameters during MCMC iterations. Once convergence is reached, the parameter is set to the mean of its posterior distribution and the algorithms are run again to estimate the SNP effects. In general, $\pi$ is set to reflect the expected proportion of SNP in linkage disequilibrium with QTL relative to the total number of SNP.

Another potential difficulty with Bayes B is that the hierarchical priors specified means the priors are not conjugate and thus cannot be sampled using a Gibbs
Sampler. (This is unlike in Bayes A where all parameters posterior distributions can be directly sampled using the Gibbs Sampler.) Meuwissen et al (2001) use a single site updating Metropolis Hastings algorithm where each element of $\beta$ (the SNP effects) and $\sigma^2_{\beta_i}$ (the SNP variance) are updated individually. The use of the mixture distribution means as the prior distribution also could mean that the dimensionality of the model is changing as the number of SNP included in the model varies. However by setting the value of $\pi$ the dimensions of the model remain constant. In situations where the dimensions are dramatically changing (where $\pi$ is also being sampled) the reversible jump MCMC algorithm (Green, 1995) is needed to communicate across all possible models and their differing dimensionality according to the proper acceptance ratio. The reversible jump MCMC algorithm essentially generalizes the Metropolis-Hastings algorithm and consequently the Metropolis Hastings is in fact a special form of the reversible jump MCMC algorithm.

Despite these two issues, Meuwissen et al. (2001) demonstrated in simulated data that both Bayes A and Bayes B implemented using MCMC could be applied successfully to simultaneously estimate all SNP effects across the entire genome. They also showed in simulated data that the Bayesian regressions outperformed a least squares forward stepwise approach and the genomic BLUP approach. Bayes B produced more accurate DGV than Bayes A on the simulated data which was attributed to assumed prior distribution matching the simulated distribution of QTL effects. These results are likely to be dependent on the model used to simulate the data which more closely matched the assumptions of Bayes A and B rather than the other approaches trialled.

2.3.6 LASSO

The previously mentioned Bayesian approaches; Bayes A and Bayes B, assume that any non-zero QTL effects are sampled from a t-distribution. Alternatively, the double exponential distribution is another possible distribution for the SNP effects. The double exponential distribution has long tails like the t-distribution but has a larger number of small non-zero effects (see Figure 2.2). LASSO (least absolute shrinkage and selection operator) approach (Foster et al., 2007a, Tibshirani, 1996, Vach et al., 2001) uses a double exponential for the distribution of the QTL effects when
formulated in a Bayesian framework. The LASSO estimates can be derived as the Bayes posterior mode under independent double exponential priors for the QTL effects (Tibshirani, 1996). The double exponential can also be expressed as a mixture distribution of normal distribution with variance sampled from an exponential distribution.
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**Figure 2.2** - Comparison of prior distributions for the SNP effects. All distributions have a mean of 0 and variance of 2 (N(0,2), DE(1), t(4)). Normal used for BLUP, t-distribution used for Bayes A and B, and Double Exponential used for LASSO.

The LASSO was first proposed by Tibshirani (1996) as a technique that combines the strengths of subset reduction and ridge regression by setting some variables to zero and shrinking others. The LASSO model can be expressed as a linear random model and can also be incorporated into a linear mixed model (Foster et al., 2007a, Foster et al., 2007b). As the LASSO is a variance reduction and variable selection approach and it has the potentially advantageous feature of only including a subset of SNP in the final predictive model. This means that the LASSO is appropriate for ‘sparse’ models, where ridge regression is unlikely to succeed (as ridge regression forces all
coefficients to be non-zero). The lasso is a form of penalized least squares that minimizes the residual sum of squares while controlling the $L1$-norm of the coefficient vector $\beta$. The estimates are the set of SNP that satisfy

$$\arg\min_{\beta} \left\{ \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2 \right\} \text{ subject to } \sum_{j} |\beta_j| \leq t$$

which alternatively can also be written as:

$$\hat{\beta} = \arg\min_{\beta} (y - X\beta)^T (y - X\beta) + \lambda \| \beta \|_1$$

where $t$ is the constraint parameter choose prior to estimation, $\lambda \geq 0$ is a Lagrange multiplier, which relates implicitly to the bound or shrinkage parameter $t$ and controls the degree of shrinkage.

The LASSO is commonly implemented using LARS (Least Angle Regression), a model selection algorithm that allows the implementation of a stepwise approximation to LASSO (Efron et al., 2004). The use of LARS means the computationally demanding quadratic programming can be avoided (Tibshirani, 1996). Usai et al., (2009) employ LARS to estimate the SNP effects for the set of SNP deemed as significant for genomic prediction. Akin to the Bayesian methods, the LASSO’s tuning or shrinkage parameter, $t$, needs to have a value determined. Tibshirani (1996) suggest using cross-validation, generalised cross validation or an analytical unbiased estimate of risk to estimate this parameter. Usai et al., (2009) used a cross-validation approach to determine the value for this parameter in order to predict genomic breeding values.

An alternative implementation of the LASSO is to use Bayesian Inference (Hans, 2009, Park and Casella, 2008). Tibshirani (1996) suggested that LASSO estimates could be interpreted as posterior mode estimates when assigning independent and identical double-exponential (Laplace) priors to each $\beta_j$. The advantage of this formulation is that a prior can be set to estimate the hyper (shrinkage) parameter or a product of this hyper-parameter. Yi and Xu (2008) like Park and Casella (2008) set a gamma prior on the squared hyper parameter and sample it directly from the posterior distribution using the Gibbs Sampler. They also both suggest using the posterior median gives the closest estimate to the LASSO estimates.
2.3.7 Non and Semi Parametric regression

Another variable selection approach to genomic prediction was presented by Gianola et al. (2006, 2003, 2008). They introduce the idea of using semi and non-parametric approaches for genomic prediction including a semi-parametric kernel mixed model, reproducing kernel Hilbert spaces (RKHS) regression and kernel regression. The main difference between these approaches and those previously presented is that they use non-linear regression. The advantages of these approaches are that no strong assumptions need to be made about the distribution of the parameters. Thus the relationship between $y$ and $x$ can be expressed as

$$ y_i = g(x_i) + e_i \quad i = 1, 2, ..., n $$

where $y_i$ is the phenotypic value for the $i^{th}$ individual, $x_i$ is the vector of quantified genotypes for the $i^{th}$ individual (also called the information set), $g()$ is some unknown function relating genotypes to phenotypes and $e_i$ is the $i^{th}$ residual term. $g()$ maps from the information set, in this case the SNP genotypes $x_i = \{x_1, ..., x_n\}$, to evaluations of the conditional expectation function, $g(x_i) = E(y_i | x_i)$. In kernel regression, a kernel is used as a weighting function in the estimation of $g()$, e.g. the Nadaraya-Watsib estimator

$$ \hat{g}(x) = \frac{\sum_{i=1}^{n} K_h(x - x_i) y_i}{\sum_{i=1}^{n} K_h(x - x_i)} \text{ where } K \text{ is a kernel with a bandwidth } h. $$

Kernel regression is a form of local weighted regression where given data $(X, Y)$ the aim is to find a regression function $f(x, y)$ such that the function best fits the original data. The idea is that the kernel is a set of identical weighted functions that assigns weight to each new data points based on distance from the original data point. The kernel functions depend only to the radius, width or variance from the data point, $X_i$, to a set of neighbouring locations, $x$. Consequently, the kernel model can be expressed as:

$$ y = 1_n \mu + \sum \beta_i K(x, X_i) $$

where $K$ is the kernel. The most commonly used kernel is the Gaussian (normal) kernel, defined as:
\[ K(x, X) = \exp\left(-\frac{\|x - X\|^2}{2\alpha^2}\right) \]

where \( \alpha \) is the bandwidth that determines the amount of smoothing. As shown, these approaches do require specification of the form of the kernel, the bandwidth (which determines the amount of smoothing) and the loss function (see below).

In RKHS regression the problem can be expressed as:

\[
\hat{g}(x) = \arg \min_{g \in H} \left\{ l(y, g(x_i), x) + \lambda \|g\|_H^2 \right\}
\]

where \( l(y, g(x_i), x) \) is the loss function, \( H \) is the Hilbert space and \( \lambda \) is the smoothing parameter. Due to function \( g(\cdot) \) not being given a parametric form, \( \lambda \|g\|_H^2 \) is included as the penalty term where \( \| \cdot \|_H \) is the norm in Hilbert space, \( H \). For more details see de los Campos et al. (2009), Gianola and van Kaam (2008) and Gianola et al. (2006). Gonzalez-Recio et al. (2008) applied the non-parametric methods for genomic prediction to mortality records of broilers.

An alternative approach for genomic prediction implemented by Moser et al (2009) is to use support vector regression (SVR). SVR is a supervised learning method which is a machine learning technique. In fact, SVR is a specific algorithm of RKHS with an altered objective function. In [3] the loss function, \( l(y, g(x_i), x) \), uses the quadratic loss function in RKHS but replaced in SVR with the epsilon-sensitive loss function i.e.

\[
\text{RKHS: } l(y, g(x_i), x) = (y - g(x_i))^T (y - g(x_i))
\]

\[
\text{SVR: } l(y, g(x_i), x) = \left\{ \begin{array}{ll} 0 & \text{if } |y - g(x_i)| \leq \epsilon \\ f(|y - g(x_i)| - \epsilon) & \text{otherwise} \end{array} \right.
\]

This difference changes the system from one in which the coefficients are found from a linear model to a quadratic programming problem (Moser et al., 2009a). For more information on SVR see Smola and Schölkopf (2004), Moser et al. (2009) and Vapnik (1998).
2.3.8 Principle Component Analysis and Partial Least Squares Regression

Another dimension reduction approach that has been extensively applied to $p>n$ problems across many disciplines is partial least square regression (PLS) and principal component analysis (PCA). Both techniques are an extension of the multiple linear regression model and seek to reduce the dimensionality of the set of variables by finding combinations of the original predictors. Although often bracketed together PCA and PLS are actually very different. PLS tries to extract the latent factors accounting for as much of the variation as possible while modelling the responses as well. A tutorial on PLS introducing the basics of PLS is provided by Geladi and Kowalski (1986). PCA seeks to reduce the dimensions of the model by transforming a number of possibly correlated variables into a smaller number of uncorrelated variables which are the principal components. Smith (2002) provide a more thorough description of the principles of PCA. There is no physical interpretation of the principal components based on SNP. It is impossible to relate a combination of SNP on different chromosomes to the prediction of a specific QTL. Thus a DGV based on principal components produced by PCA is likely to be unreliable. However, PCA is reported to capture population structure (McVean, 2009). Solberg et al.(2009) use both PCA and PLS for genomic prediction while Moser et al. (2009) use PLS as one of five approaches tested for accurate genomic prediction. It is to be noted that PCA and PLS have no distributional assumptions only mild assumptions associated with being an extension of multiple linear regression model and the form of the input data.

2.3.9 Genetic Algorithms

Carlberg et al. (2000) present an approach to multiple QTL mapping using Genetic algorithms. Genetic algorithms are search algorithms and are a particular class of evolutionary algorithms. Genetic algorithms can be used to explore the vast set of possible models and find an approximate best model. They are non-linear predictors. Crump et al. (2007) applied a genetic algorithm to genomic prediction using a Bayesian Information Criterion (BIC) as the fitness criterion to find the best model. BIC is a criterion used for model selection seeking to find the best model with the lowest number of parameters.
2.3.10 Comparative performance of methods

The performance of many of the previously mentioned methods has been tested for both simulated and real data. In general, those methods that assume unequal variance and make reasonable assumptions about the distribution of QTL effect outperform other methods in simulated data (Meuwissen et al., 2001); this is also demonstrated in Chapter 3. However, as real data has become available, different trends have emerged. These are discussed in Chapter 5 and 8. In general, most approaches for genomic prediction (except least squares regression) that have been applied to real data have produced very similar results with the exception for traits that have a major QTL explaining a large amounts of genetic variation. When this occurs, approaches such as Bayes B that assume unequal variances for the SNP produce higher accuracies of prediction.

Much of the focus of the following chapters is on the use of Bayesian methods; however their performance is evaluated and discussed in context relative to many of the different statistical models for genomic prediction. A comprehensive comparison of the performance of the Bayesian methods is presented in Chapter 5 including discussion of how these methods perform relative to other approaches. In Chapter 8, a consolidated discussion of the performance of currently applied methods including the results from previous chapters is presented. Additionally in Chapter 8, the focus is shifted to what future methods and models may be required as the genomic information increases in the form of the number of SNP and complete sequencing of animals.

2.4 MULTI-LOCUS MODELS FOR GENOME-WIDE ASSOCIATION STUDIES

In addition to the significant focus in genomic prediction and selection, the availability of dense marker SNP panels has also lead to an increase in genome-wide association studies aiming to identify QTL (Goddard and Hayes, 2009, Hardy and Singleton, 2009, McCarthy et al., 2008). Most quantitative traits are complex traits with numerous genetic factors contributing to the genetic variation and identifying
these factors could be beneficial for biomarker identification, marker assisted selection and identification of possible drug targets. Many of the statistical models highlighted for genomic prediction can be used for genome wide association studies using multi-locus models.

The advantage of fitting all markers over using the traditional single marker model is the avoidance of the problems of biased results. Results may become biased through the fitting of a single QTL (marker or interval) in a model that may be affected by the presence of other QTL not fitted in the model. This may confound the results and cause false positives (that is a significant QTL is found where there is in fact not a QTL), false negatives (that is no QTL is found where there is actually a QTL) and reporting of incorrect levels of significance and size. A further problem is caused by the multiple estimates of the residual variance leading to problems when calculating the total phenotypic variance. In addition, the total variance explained by the QTL has to be calculated from the estimates from different models which can lead to estimates of total variance that are too high.

Model or variable selection approaches such as forward stepwise least-squares regression, the LASSO, PLS and PCA already provide subsets of SNP thought to explain amounts of genetic variation and thus be linked to QTL. Other approaches like Bayes A have non-zero effects for all the SNP and thus would require some threshold to be set to enable determination of which SNP are linked to QTL. Bayes B would also require thresholds to be set to determine significance as SNP may be included in the model during only a proportion of the MCMC iterations thus resulting in a posterior probability of less than 1.

The limitation of all multi-locus approaches is that due to $p>>n$, the ability to distinguish significant QTL is determined by the available data. Donoho and Stodden (2006) showed that as the number of non zero parameters got closer to the number of observations, the performance of model selection methods decreased. They also found that the greater the difference between $p$ and $n$, the lower the ability to recover the underlying model. They tested forward stepwise selection, the LASSO approach using the original quadratic programming (Tibshirani, 1996) and LARS, the stepwise approximation to the LASSO. As the number of non-zero parameters ($k$, where $k<p$)
included in the model increased towards the number of records \((n)\), the ability to recover the underlying sparse model was shown to be significantly reduced. In fact, the forward stepwise algorithm never improved the ability to recover the underlying model once the number of non-zero parameters exceeded twenty percent of the number of records. The addition of a False Discovery Rate threshold to the forward step selection algorithm lead to similar results to that produced by LARS and the LASSO. The ability to successfully identify QTL is therefore generally bound by not only the number of phenotypic records but the number and size of the QTL associated with the trait of interest. The ability to correctly model the true distribution of the QTL affecting the trait of interest will also have a significant impact on the ability to identify QTL.

Thus, once adequate data is available the only issue remaining is the establishment of significance. Setting of thresholds is generally arbitrary with values less than a predetermined value set to zero and deemed insignificant. One formal approach to setting significance thresholds is to use a permutation approach (Churchill and Doerge, 1994, Doerge and Churchill, 1996). A novel permutation approach for multi-locus models used in GWAS is presented in Chapter 7. This approach was demonstrated using an analogous model to that of Bayes SSVS presented in Chapter 4 with simulated and real data sets.

2.5 CONCLUSION

In this chapter, the range of methods that have been proposed for genomic prediction, have been systematically overviewed. That overview has been structured around the approach to the \(p>n\) problem, how the methods deal with the modelling of SNP effects and, then in the case of the random modelling of the SNP effects, the assumption made about the distribution of non-zero SNP effects. The overview of the methodology is summarized in Figure 2.3. Most of the approaches seek to find the best model using model selection techniques or reduce the dimensionality by variable selection. Only Bayes A and BLUP predict an effect for all SNP effects. However, the structure of the Bayes A prior distributions (Table 2.1) means that it seeks to shrink most insignificant SNP effects back to very close to zero, particularly if the degrees of freedom for the inverse scaled chi square distribution are small.
The most significant difference between the approaches occurs due to the modelling of the QTL effects. The non-parametric methods do not, by definition, make any assumptions about the distribution of the QTL effects. Both PLS and PCA seek to reduce the dimensions of the model and also make no assumptions about the QTL effect distribution. In stepwise regression where the QTL effects are modelled as fixed and consequently no assumptions are also made about the distribution of the SNP effects. All other approaches make assumptions about the modelling of the QTL/SNP effects. The different hierarchical models and their assumptions for the QTL effects are summarised in Table 2.2.

The final difference is between the use of linear and non-linear predictors. The question remains whether a non-linear prediction approach is appropriate when a linear model is extracted from the results and used as the prediction equation. Further discussion of this and relevant results is provided in the general discussion (Chapter 8). While some indication of the performance of the various methods has been
provided, the following chapters are focussed on exploring Bayesian methods for genomic prediction, in particular the affect of different prior distributions for the SNP effects on the accuracy of the predicted DGV and different approaches to modelling these assumptions. The reasons for this focus is that previous results of Bayesian approaches to genomic prediction have been promising, but further investigation into the effect of different prior distributions on the performance of these models is needed for a better understanding of what makes a robust and accurate model.

Table 2.2- Hierarchical modelling of SNP effects

<table>
<thead>
<tr>
<th>Prior Distribution</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUP</td>
<td>$\beta_i \sim N(0, \sigma^2)$</td>
</tr>
<tr>
<td>Bayes A</td>
<td>$\beta_i</td>
</tr>
<tr>
<td></td>
<td>$v_i \sim \chi^2(r, s) \sim \gamma^{-1}\left(\frac{r}{2}, \frac{rs}{2}\right)$</td>
</tr>
<tr>
<td>Bayes B</td>
<td>$\beta_i</td>
</tr>
<tr>
<td></td>
<td>$v_i = 0 \text{ with probability } \pi$</td>
</tr>
<tr>
<td></td>
<td>$v_i \sim \chi^2(r, s) \text{ with probability } 1-\pi$</td>
</tr>
<tr>
<td>LASSO</td>
<td>$\beta_i</td>
</tr>
<tr>
<td></td>
<td>$v_i \sim \exp(\lambda)$</td>
</tr>
</tbody>
</table>

A brief introduction to the principles of Bayesian statistics, optimum selection theory and a review of possible prior distributions and relevant literature are provided in Chapter 3. In that chapter, the role and impact of different prior distributions on the accuracy of DGV are explored in data simulated under a simplistic model. The results of this Chapter lead to the development of the Bayesian approach for genomic prediction presented in Chapter 4. Stochastic Search Variable Selection is utilised in a Bayesian model to derive the accurate DGV in significantly less time than comparable methods. Chapter 5 presents a second simulation study where this new model with Bayes A and two other different models not used Chapter 3 were applied to data simulated as part of the 13th QTLMAS workshop.
A thorough comparison of different Bayesian methods for genomic prediction on real data is presented in Chapter 6. This study allowed for the comparison of different models using real data which is important for truly assessing the value and usefulness of different methods. The models were compared across a range of traits with differing genetic architecture. Also within this chapter, the impact of using pre-selected reduced sets of SNP is investigated, as well as the difference in accuracies between DGV and GEBV. The chapter ends with a discussion of the findings in the context of other published results and the implications of this comparison are discussed.

Chapter 7 presents an original permutation approach for use with Bayesian multi-locus models to enable the establishment of significance QTL in genome-wide association studies (GWAS). An example of a possible application of genomic prediction for use with minimally recorded traits is presented in Chapter 8. Energy balance in lactating dairy cattle is a minimally recorded trait but could be an important link between production and non-production traits. In Chapter 8, genomic prediction is shown even with a small data set for the difficult trait of energy balance to produce higher accuracies than a traditional pedigree BLUP approach.

Finally in Chapter 9, the major results are reviewed and impact of the increased availability of SNP information in the future on the suitability of the various methods is also considered.
CHAPTER 3
Performance of Bayesian models with Varying Prior Distributions for Genomic Prediction

3.1 INTRODUCTION

Before the introduction of genomic selection, Bayesian methods were proposed for use in QTL detection to analyse the linkage between markers and quantitative trait loci (QTL) (Hoeschele and Vanraden, 1993a, b, Satagopan et al., 1996, Thaller and Hoeschele, 1996a, b). The idea was based on the fact that other methods such as linear fixed regression, random regression and maximum likelihood all depend on the number of markers and that the QTL effects associated with the selected makers is always overestimated. Consequently, in a situation such as genomic prediction and selection, where the number of markers is large and far outweighs the number of phenotypic records, a Bayesian approach is suggested as ideal. Analogous approaches are available from a frequentist perspective fitting all effects as random (see Section 2.3 for a discussion on the difference between frequentists and Bayesian perspectives). Appreciating the advantage of Bayesian methods, Meuwissen et al. (2001) implemented two Bayesian approaches for genomic prediction in the original genomic selection paper.

The aim of this chapter was to assess the performance of Bayesian models with varying prior distributions for use in genomic prediction. The chapter begins with a brief introduction to Bayesian inference is presented in the next section, followed by a succinct review of the relevant MCMC sampling algorithms (3.1.2). Subsequently the importance of the prior distribution is explored in relation to the optimum selection criterion (3.1.3) and literature relevant to the choice of prior distribution for the SNP effects is examined (3.1.4). Then, a small data set is used to compare the performance of a range of prior distributions when using a Bayesian model for genomic prediction.
3.1.1 Bayesian Inference

A Bayesian approach is based on Bayes Theorem. Let \( \theta \) be a random variable and \( y \) be the data, then Bayes Theorem states:

\[
\pi(\theta | y) = \frac{f(y | \theta) \pi(\theta)}{f(y)}
\]

where \( \pi(\theta | y) \) is the conditional or posterior distribution of the random variable given the data, \( f(y | \theta) \) is the likelihood of the data given the random variable, \( \pi(\theta) \) is the prior distribution of the random variable and \( f(y) \) is the normalising constant found by integrating out \( \theta \). The normalising constant can be left out, changing [3] into

\[
\pi(\theta | y) \propto f(y | \theta) \pi(\theta)
\]

In this Bayesian framework, all parameters are treated as random variables. Consequently, each variable in the model has a distribution. The parameters are divided into observables and unobservables. Observables are the parameters that can be recorded like the phenotypic data (real or simulated) and the genotypes. The unobservables are the parameters we want to estimate, for example, the SNP effects and their associated variances (Section 2.2). The distribution for the unobservables is known as the prior distribution \( \pi(\theta) \) and must be specified. The distribution of the observables conditional on the random variable \( \theta \) is known as the likelihood, \( f(y | \theta) \) and is a function of the unobservables. The purpose of Bayesian analysis is to find the conditional or posterior distributions \( \pi(\theta | y) \) of the parameters given the observed data. This distribution is dependent on the likelihood, \( f(y | \theta) \) and the prior distribution, \( \pi(\theta) \) [4]. Thus if \( \theta \) is the SNP effects, then the choice of the prior distribution for \( \theta \) is important as it will effect the posterior distribution and thus the estimation of the SNP effects.

3.1.2 Markov Chain Monte Carlo sampling algorithms

It is often difficult to solve [2] directly consequently sampling approaches are used to establish the posterior distributions. Markov Chain Monte Carlo (MCMC) sampling
algorithms are a class of algorithms for sampling a “parameter from approximate distributions and then correcting those draws to better approximate the target posterior distribution” (Gelman et al., 2003). The parameters are sampled sequentially where the new state is only dependent on the previous state, thus forming a Markov Chain. The quality of the approximate target posterior distribution improves as a function of the length of the chain. The ultimate aim is therefore the convergence of the chain to the target distribution.

The most popular MCMC sampling method is the Gibbs Sampler (Geman and Geman, 1984). Its popularity is due to the fact that the posterior values can be directly sampled from the conditional distribution giving at the end a set of variables that represent the target posterior and consequently it is generally quicker. However it can only be used when conjugate prior distributions are employed. A prior distribution is defined as a conjugate when, given a set likelihood, the posterior distribution and the prior distribution are from the same family of distributions and the posterior has a known form. For example, the inverse scaled chi-square distribution is a conjugate distribution for the variance under a normal likelihood, such that, the prior and posterior has the general definition (r and s as defined in Section 2.3.4):

\[
\pi(\sigma^2_j) \sim \chi^{-2}(r,s) \quad \text{(prior)} \tag{5}
\]

\[
posl(\sigma^2_j) \sim \chi^{-2}\left( r + n, \frac{rs + \sum_{i=1}^{n}(x_i - \mu)^2}{r + n} \right) \quad \text{(posterior)} \tag{6}
\]

Thus when a conjugate prior distribution is used, the posterior distribution is known and generally it is possible to sample from it.

When a conjugate prior is not used, then the posterior distribution usually cannot be directly sampled and must be constructed. In this instance, a Metropolis Hasting algorithm can be used. The Metropolis Hastings Algorithm implemented in this study is often known as the ‘independent single site updating’ Metropolis-Hastings Algorithm (Gelman et al., 2003). In this special case, each element (within a vector such as a vector of SNP effects) is updated separately and the candidate states are generated by a distribution that is independent of the current state of the chain. The same characteristics as the traditional Metropolis-Hastings are maintained; in that, the
distribution does not have to be symmetric unlike the stricter Metropolis Algorithm. The Metropolis Hastings algorithm uses multiple iterations to create the posterior; in each iteration, a new proposed state is rejected or accepted over the current state based on an acceptance ratio using their respective likelihoods.

### 3.1.3 Point Estimation and the Optimum Selection Criterion

Using the appropriate MCMC algorithm, the posterior distribution of the SNP effects $\beta$ given the data, $y$, can be established, $\pi(\beta \mid y)$. The choice of the point estimate for each SNP effects could be the median, mean or the mode (other point estimates are also possible) of the posterior distribution. When calculating a point estimate (or making a decision), Bayesians want to minimize the expected loss of a decision rule under the prior distribution $\pi(\beta)$ for $\beta$. Different loss functions can be used. The mean of the posterior distribution is the most commonly used as it provides the minimum mean square error (MMSE) estimator. This means that the mean square error is used as the loss function. The use of different loss function will result in the median and mode of the posterior distribution. Due to its simplicity, the MMSE estimator is used for the point estimates of all parameters (i.e. the mean of the posterior distribution is used).

Further support of the use of MMSE estimator for the SNP effects is provided by the optimum selection criterion. The traditional estimated breeding values (EBV) produced using BLUP (Chapter 1) can be expressed as the conditional mean of the unobservable true breeding values $u$ given the observed data $y$, that is $\hat{u} = E(u \mid y)$ where $\hat{u}$ denotes the EBV. Notably in a Bayesian framework $E(u \mid y)$ can be interpreted as the mean of the posterior distribution of $u$ given $y$, thus BLUP can fit into a Bayesian formulation.

Direct genetic values (DGV- Section 2.2) for genomic selection are calculated by summing over the SNP effects $\beta_j$. Generally, $\hat{u}_i = \hat{\mu} + \sum_{j=1}^{p} x_{ij} \hat{\beta}_j$ where $\hat{u}_i$ is the estimated genomic breeding value for the $i^{th}$ individual, $\hat{\mu}$ is the overall mean, $x_{ij}$ is
the indicator variable representing the genotype of the \( j \)th marker for the \( i \)th individual \((x_{ij}=0,1,2)\), \( \beta_j \) is the size of the QTL effect associated with marker \( j \) \((j=1,..,p)\).

Consequently, to maintain the optimum criterion for selection, the best predictor for the SNP effects is:

\[
\hat{\beta} = E(\beta \mid y)
\]  

[7]

Thus, the best predictor of the SNP effects is the conditional mean of the posterior distribution of SNP effects given the phenotypic records \( y \). Consequently, throughout this thesis where Bayesian methods are employed the MMSE estimator using the mean of the posterior distributions are used to provide point estimates of the SNP effects.

Expanding [7] gives

\[
\hat{\beta} = \frac{\int \beta \times f(y \mid \beta) \pi(\beta) \, d\beta}{\int f(y \mid \beta) \pi(\beta) \, d\beta}
\]

where \( \beta \) are the true QTL effects, \( \pi(\beta) \) is the prior distribution (Bayesian) or the random variable distribution (frequentist) of the QTL effects, and \( f(y \mid \beta) \) is the likelihood. If the QTL effects are assumed to have a normal prior with a constant variance matrix i.e. \( \pi(\beta) \sim N(0, \sigma^2_\beta) \), the estimates are BLUP. Consequently, the accuracy of the estimated SNP effects and optimum selection can be seen to be dependent on the specification of the prior distribution \( \pi(\beta) \).

3.1.4 Prior Distributions

The specification of prior distributions can also accommodate differing assumptions such as that a large number of markers or chromosome segments have a zero or close to zero effect or, in contrast, that all SNP have a small effect. This is done by allocating an appropriate prior distribution for the size of the SNP effects and their variances. Consequently, the distribution of QTL effects has been examined (Hayes and Goddard, 2001, Weller et al., 2005).

Hayes and Goddard (2001) performed a meta-analysis. They assumed that the QTL effects had a gamma distribution and investigated the parameters using published
QTL effect estimates for pig and dairy data. Many papers have reported the L-shaped distribution for QTL effects (see Figure 3.1) so consequently the assumption of a gamma distribution seems reasonable (Bost et al., 2001, Bost et al., 1999, Edwards et al., 1987, Jorge et al., 2005, Mackay, 2001, Wu and Li, 2000). Weller et al. (2005) examined nine traits in dairy cattle and showed that the different traits had different QTL effects distributions. They found that some traits (protein percentage and fat percentage) had L-shaped gamma distributions. Others, such as fertility and herdlife, had bell-shaped gammas while the other traits examined had left skewed bell shaped gammas (see Figure 3.1). These results suggest correctly that different traits have varying genetic architecture and thus may require different prior distributions. The robustness of different prior distributions is therefore an interesting issue; this is explored in Chapter 6.

![Figure 3.1- Different types of Gamma distributions found to represent QTL distribution for various traits](image)

Xu (2003) performed QTL analyses using a Bayesian approach with markers across the entire genome and subsequently also discovered that the gene effects followed an L-shaped gamma distribution for all traits analysed. However, they also acknowledged that the gamma distribution is not a conjugate prior with a normal error distribution and consequently Gibbs sampling (Geman and Geman, 1984) cannot be used. This means the application of the Metropolis-Hastings algorithm (Gilks et al., 1996, Hastings, 1970, Metropolis et al., 1953) is needed which is less efficient than Gibbs sampling but still effective.
While the results of Hayes and Goddard (2001), Xu (2003) and Weller et al. (2005) indicate that the distribution of gene/QTL effects may be assumed to follow a gamma distribution, there is some criticism of the use of the gamma distribution as the prior in Bayesian QTL analyses and genomic prediction. Gianola et al. (2003) criticise the use of the gamma prior because the effects sampled would all be strictly positive but the estimates can be positive or negative. The major problem is however the computationally demanding algorithms that would need to be used. Consequently, most Bayesian approaches to QTL analyses and genomic prediction utilize a normal prior distribution for the size of the QTL/gene effects (Gianola et al., 2003, Meuwissen et al., 2001, ter Braak, 2006, ter Braak et al., 2005, Wang et al., 2005, Xu, 2003, Yi, 2004, Yi and Xu, 2002, Yi et al., 2005). However, the variances used for the normal distribution can be sampled from different distributions. Meuwissen et al. (2001), Xu (2003), and ter Braak et al. (2005) all sample individual SNP variances from an inverse scaled chi-square distribution. This is analogous to an inverse-gamma distribution. The benefit of this formulation is an inverse scaled chi-square distribution is a conjugate distribution and the computationally efficient Gibbs Sampler can be used. This formulation also results in the SNP effects being sampled from a t-distribution. A t-distribution has fat tails allowing for a few larger effects, and unlike the gamma distribution, it no longer has the problem of being strictly positive.

Another option is presented by Kiiveri (2003) and applied in his program GeneRaVE. A normal-gamma prior is used which can be expressed as:

\[
\beta_i, \lambda, v_i \sim N(0, v_i) \\
v_i \sim \gamma(\lambda, \sigma)
\]

It has a mixture distribution which has a normal distribution for size of the QTL effects and a gamma distribution for variance of the size of the QTL effects. While this offers the desired shape, it has an infinite spike at zero for \( \lambda \leq 1/2 \). Thus, the distribution has the normal-Jeffreys as the limiting density form. The Jeffreys prior is a non-informative prior distribution that is proportional to the square root of the determinant of the Fisher information (Gelman et al., 2003) and requires no pre-selection of a hyper-parameter. It is based on the principle that the prior density should remain constant despite re-parameterisation.
The choice of parameters for the gamma distribution \([8]\) can have a severe impact as \(\lambda \to 0\) where the limiting form has infinite mass, an infinite spike at zero and flatness for large values of \(|\beta|\). Consequently it does not penalise large values and can strongly influence the modal behaviour of the posterior. Thus the choice of parameters for the gamma needs to be considered when using this choice of prior distribution. Additionally, under a normal likelihood the gamma is not a conjugate prior and cannot be sampled with the Gibbs Sampler.

The LASSO (Section 2.2.5) provides another option for the choice of prior for the size of the QTL effects. The estimates from this approach can be thought of as the Bayes posterior mode under independent double exponential (DE) priors for the QTL effects. Therefore, the assumption is that the QTL effects come from a double exponential distribution with mean zero. It creates the shape of the gamma (L-shaped) while no longer having the problem of being strictly positive. Its use allows the distribution to have a large frequency of SNP effects close to zero as well as being centred on zero and having both negative and positive values. The double exponential can also be expressed as a normal-exponential mixture model; thus this prior is a special case of the normal-gamma prior distribution with \(\lambda = 1\).

The double exponential and normal gamma prior distributions can be expressed as mixture distributions (Griffin and Brown, 2005). Griffin and Brown (2005) also introduce the idea of a normal exponential gamma (NEG) and exponential gamma (EG) distributions.

\[
\text{NEG} \quad \beta_i \mid v_i \sim N(0, v_i) \\
v_i \sim \exp(\lambda) \\
\lambda \sim \gamma(\alpha, \beta)
\]

\[
\text{EG} \quad \beta_i \mid \lambda \sim \exp(\lambda) \\
\lambda \sim \gamma(\alpha, \beta)
\]

The advantage of the NEG is that, unlike other distributions, it has a finite limit at zero for all parameters in range (unlike the gamma as \(\lambda \to 0\) where the limiting form has infinite mass at zero) and incorporates both of the limiting cases for the double exponential and normal-Jeffrey’s cases. This is suggested by Griffin and Brown (2005) to be superior as a prior. However this highly hierarchical prior framework,
means that more parameters have to be sampled. It still requires the hyper-parameters of gamma to be set correctly since choosing an inappropriate prior would negatively affect the QTL effects posterior distribution. Subsequently, this formulation also appears more computationally and time intensive.

Different prior distributions have been used in Bayesian models proposed for genomic selection. Meuwissen et al (2001) originally presented two Bayesian hierarchical models with different prior distributions assuming unequal variances across the SNP. These were called Bayes A and Bayes B and are introduced in Sections 2.2.3 and 2.2.4 respectively. The main difference between the two approaches is the assumptions about the QTL effects. The specification of Bayes A means it assumes that all SNP have some effect. Conversely, Bayes B assumes only some SNP have an effect where the other SNP have no effect and have an effect size of zero. Xu (2003) and ter Braak et al. (2005) present alternative prior distributions for the SNP effect variances for an analogous model to Bayes A. These are described in Section 2.2.3 and summarised in Table 3.1 in Section 3.2.2.3.

The objective of this study was to examine the effect that the use of different prior distributions had on the accuracy of predicted DGV for genomic prediction using Bayesian models. In this study, Bayes A and Bayes B as described originally in Meuwissen et al. (2001), and Normal-Exponential and Normal-Gamma mixture distributions are used as the hierarchical prior distributions for the SNP effects.

3.2 MATERIALS AND METHODS

3.2.1 Simulated Data

The SNP data was simulated using a mutational-drift model where the mutation rate was assumed to be $2.5 \times 10^{-5}$ per locus per generation. The population was assumed to have an effective population size of 100 in the first 100 generations. The final set of phenotyped animals was created by crossing 50 sires and 40 dams so that each dam had fifty offspring, one with each sire. The reference and validation data sets consisted of 100 randomly selected animals (from the 2000 offspring) with 250 polymorphic markers on a single chromosome of 250cM to maintain the real world
condition of \( p>n \) (where the number of markers \( p \) was greater than the number of records/observations \( n \)).

**Table 3.1- Summary of simulated data**

<table>
<thead>
<tr>
<th></th>
<th>Data set 1</th>
<th>Data set 2</th>
<th>Data set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Loci with an Effect</td>
<td>14</td>
<td>14*</td>
<td>0</td>
</tr>
<tr>
<td>Genetic Variance Explained</td>
<td>2.8% or 11.4%</td>
<td>2.5%-25%</td>
<td>0</td>
</tr>
</tbody>
</table>

*explaining 2% or more of the genotypic variance

The three data sets were simulated using different simulated QTL distributions. For all data sets, the size of the QTL effects were treated as fixed effects and simulated as in Xu (2003) with positive and negative effects. The SNP simulated as the QTL was assumed to be the causative mutation and was removed from the genotype data for estimation for the first simulated data set. A summary of the effects for the three data sets are presented in Table 3.1.

![Double exponential SNP effects](image)

**Figure 3.2 - Distribution of QTL effects for simulated dataset 2**

The first data set had 14 QTL simulated with discrete values of ±1 and ±2. The effects in the second data set were sampled from a double exponential (continuous) distribution with total variance of 1. A total of 50 QTL were simulated; however only
20 had an effect over 0.5 and only 14 explained each more that 2 percent of the genetic variance (Table 3.1). This simulated data set was to reflect the results that studies such as Xu (2003) had found which indicated that most SNP effects distributions followed an L-shape gamma distribution; the double exponential produced very similar features to the L-shape gamma reflected about zero.

The third data set had no QTL effects. The phenotypic data for all data sets was obtained by adding an error term that was normally distributed with mean 0 and variance 1. This simulated data for a trait with heritability of 0.5. No polygenic, epistatic or imprinting (maternal or paternal) effects were simulated.

### 3.2.2 Model

At each SNP (total number of SNP, p) there are three possible combinations of two alleles (e.g. A or B), the homozygote of one allele (AA), the heterozygote (AB) and the homozygote of the other allele (BB). These are then quantitatively represented by 0, 1 and 2 respectively. Subsequently, the phenotypic models used were

\[ y = \mu 1_n + \sum_{j=1}^{p} X_j \beta_j + e \]

where \( y \) is the vector of phenotypes of the trait being analysed for all \( n \) individuals, \( \mu \) is the mean, \( 1_n \) is a vector of ones of length \( n \), \( X_j \) is a vector of indicator variables representing the genotypes of the \( j^{th} \) marker for all individuals \( (x_j=0,1,2) \). \( \beta_j \) is the size of the QTL effect associated with marker \( j \) and \( e \) is the residual error normally distributed as \( e \sim N(0, \sigma_e^2 I_n) \) where \( I_n \) is the \( n \times n \) identity matrix.

### 3.2.3 Prior Specification and Iterative Algorithms

The Markov Chain Monte Carlo (MCMC) algorithms utilized during this study were the Gibbs Sampler and the Metropolis Hastings Algorithm (as described in Section 3.1.2). The Gibbs Sampler was used to directly sample the posterior distributions of the mean, the QTL effects and the error variance (Table 3.2).
Table 3.2 - Summary of Prior and Posterior Distributions for the Mean, SNP effects and residual variance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior Distribution</th>
<th>Posterior Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>$\pi(\mu) \propto 1$</td>
<td>$post(\mu) \sim N\left[1_n y - 1_n x^T \beta, \frac{\sigma_e^2}{n}\right]$</td>
</tr>
<tr>
<td>SNP effects</td>
<td>$\pi(\beta_j) \sim N\left(0, \sigma_{\beta_j}^2\right)$</td>
<td>$post(\beta_j) \sim N\left(\frac{X_{y_j}^T y - X_{y_j}^T X\beta(\beta_{i=j=0}) - X_{y_j}^T 1_n \mu}{X_{y_j}^T X_{y_j} + \lambda_j}, \frac{\sigma_e^2}{X_{y_j}^T X_{y_j} + \lambda_j}\right)$</td>
</tr>
<tr>
<td>Residual Variance</td>
<td>$\sigma_e^2 \sim \chi(-2,0)$</td>
<td>$post(\sigma_e^2</td>
</tr>
</tbody>
</table>

The difference between the models is based on the specification of the prior used for the variance of the SNP effects. All models used hierarchical prior distributions for the SNP effects that can be defined as normal mixture distributions. This is clearly shown in Table 3.3 where the different approaches are defined by the specification of the prior distribution for the variance of the SNP effects. The values for the respective hyper-parameters were set so that the total genetic variance equalled 1; these values are also shown in Table 3.3.

The MCMC algorithms needed to sample the variance of the SNP effects were the Gibbs Sampler for Bayes A and the Metropolis Hastings algorithm for the remaining three approaches. The inverse scaled chi square distribution used in Bayes A is conjugate under a normal likelihood and thus the posterior had a known form and could be directly sampled. (See Section 3.1.2 for the prior and posterior forms for an inverse scaled chi square distribution). The priors used by Bayes B, normal-gamma and normal-exponential mixture models involve non-conjugate prior distributions for the variance of the SNP effects. Consequently, as the posterior has no known form, the Metropolis Hastings algorithm is applied to sample from the unknown posterior distribution to enable construction of the posterior distribution.
Table 3.3- Hyper-parameter Settings

<table>
<thead>
<tr>
<th>Prior Distribution</th>
<th>Parameter specification</th>
<th>MCMC Algorithm (and posterior if known form)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes A</td>
<td>$\beta_i \mid \sigma_{\beta_i}^2 \sim N(0, \sigma_{\beta_i}^2)$</td>
<td>Gibbs Sampler $post\left(\sigma_{\beta_i}^2\right) \sim \chi^{-2}\left(\sum_{i=1}^{n}(x_i - \mu)^2 / 5.011, \frac{0.032}{5.011}\right)$</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{\beta_i}^2 \sim \chi^{-2}(4.011, 0.008)$</td>
<td></td>
</tr>
<tr>
<td>Bayes B</td>
<td>$\beta_i \mid \sigma_{\beta_i}^2 \sim N(0, \sigma_{\beta_i}^2)$</td>
<td>Metropolis Hastings Algorithm</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{\beta_i}^2 = 0$ with probability 0.95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\sigma_{\beta_i}^2 \sim \chi^{-2}(4.234, 0.17)$</td>
<td>with probability 0.05</td>
</tr>
<tr>
<td>Normal-Exponential</td>
<td>$\beta_i \mid \sigma_{\beta_i}^2 \sim N(0, \sigma_{\beta_i}^2)$</td>
<td>Metropolis Hastings Algorithm</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{\beta_i}^2 \sim \chi^{-2}(0.00176, 0.176)$</td>
<td></td>
</tr>
<tr>
<td>Normal-Gamma</td>
<td>$\beta_i \mid \sigma_{\beta_i}^2 \sim N(0, \sigma_{\beta_i}^2)$</td>
<td>Metropolis Hastings Algorithm</td>
</tr>
<tr>
<td></td>
<td>$\sigma_{\beta_i}^2 \sim \chi^{-2}(0.00176, 0.176)$</td>
<td></td>
</tr>
</tbody>
</table>

3.2.4 Sampling Sequence

An MCMC sampling scheme was utilised to sample all the parameters. Thus, the sampling sequence that was implemented was as follows: (The posteriors sampled from are shown in Table 3.2 and Table 3.3.)

1. Initialize all unobservable and denote by

\[ Q^{(0)} = [\mu^{(0)}, \beta_1^{(0)}, \beta_2^{(0)}, \ldots, \beta_p^{(0)}, \sigma_{\beta_1}^{(0)}, \sigma_{\beta_2}^{(0)}, \ldots, \sigma_{\beta_j}^{(0)}] \]

2. Update each variable, namely:
   - Update the mean, $\mu$.
   - Update the size of the QTL effects, $b_j$, $j = i, \ldots, p$.

When a conjugate prior distribution is not being used, the Metropolis Hastings Algorithm is required as follows:

- Sample $\beta_{j(new)}$ from the prior distribution $p(\beta_j)$
- Replace current $\beta_j$ by $\beta_{j(new)}$ with a probability
\[ \alpha = \min \left( \frac{p(y^*|\beta_j^{(new)})}{p(y^*|\beta_j)} \right) , 1 \]

where \( p(y^*|\beta_j^{(new)}) \) is the likelihood of the data given \( \beta_j^{(new)} \) and \( y^* \) is the data adjusted for the mean and all other genetic affects except \( \beta_j \).

- Repeat
  - Update the error variance \( \sigma_e^2 \).
  - Update the variance of the size of the QTL effects, \( \sigma_j^2, j=i,...,p \).

3. Repeat step 2, until convergence to a stationary distribution has occurred.

Five separate MCMC chains with different starting seeds were used to assess variability of the methods and to confirm reliability of the results. Each was run for 10,000 cycles with the first 1000 discarded as burn in. Five replicated were run fro each data set. The programming was in R.

### 3.2.5 Direct Genomic Values (DGV)

The estimated DGV for each animal was found as the sum of the mean and the SNP effect i.e. \( \text{DGV} = \mu I_n + X\beta \). The accuracy of the estimated DGV was established by comparing the true breeding value (TBV) and predicted DGV using regression coefficient, Pearson correlation coefficient and mean square error (MSE). The regression coefficient was the true value regressed on the predicted. MSE was calculated as standard as \( \text{MSE} = \sum_{i=1}^{n} (u_i - \hat{u}_i)^2 / n \) where \( n \) is the number of animals.

### 3.3 RESULTS

#### 3.3.1 Data Set 1

The results for the accuracy of prediction for each method (and standard errors) across the five replicates are shown in Table 3.4. The figures for all models of the actual TBV versus the predicted DGV for the reference and validation populations are shown in figures 3.3-3.6. All methods were extremely accurate for the reference population as expected as this is the population where the QTL effects are estimated. The different models produce less accurate DGV in the validation population but with
no clear difference in Pearson Correlation coefficient between the models. In contrast, both the normal-gamma and normal-exponential mixture prior distributions produced the lowest MSE indicating a lower bias and regression coefficients closest to one. The standard errors and figures clearly show that the Bayes A and B hierarchical priors are more variable across replicates. The model with the normal exponential hierarchical prior was the least variable between the replicates as shown in Figure 3.6 and Table 3.4 with the smallest standard errors.

Table 3.4 - Results of Data Set 1. Validation and Reference population results comparing predicted DGV and true breeding values (TBV) using regression coefficients (Reg) of true regressed onto predicted, Pearson correlation coefficient (Cor) and mean square error (MSE).

REFERENCE POPULATION

<table>
<thead>
<tr>
<th></th>
<th>Bayes A</th>
<th>Bayes B</th>
<th>NE</th>
<th>NG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reg</td>
<td>1.0080 ± 0.0003</td>
<td>1.0096 ± 0.0004</td>
<td>1.0407 ± 0.000009</td>
<td>1.0176 ± 0.00003</td>
</tr>
<tr>
<td>Cor</td>
<td>0.9914 ± 0.0006</td>
<td>0.9955 ± 0.0002</td>
<td>0.9942 ± 0.000003</td>
<td>0.9957 ± 0.000005</td>
</tr>
<tr>
<td>MSE</td>
<td>0.2182 ± 0.0148</td>
<td>0.1179 ± 0.0053</td>
<td>0.1674 ± 0.0002</td>
<td>0.1148 ± 0.0001</td>
</tr>
</tbody>
</table>

VALIDATION POPULATION

<table>
<thead>
<tr>
<th></th>
<th>Bayes A</th>
<th>Bayes B</th>
<th>NE</th>
<th>NG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reg</td>
<td>0.8841 ± 0.0146</td>
<td>0.8868 ± 0.0150</td>
<td>0.9617 ± 0.0002</td>
<td>0.9208 ± 0.00005</td>
</tr>
<tr>
<td>Cor</td>
<td>0.8907 ± 0.0126</td>
<td>0.8983 ± 0.0098</td>
<td>0.8978 ± 0.00007</td>
<td>0.9069 ± 0.00009</td>
</tr>
<tr>
<td>MSE</td>
<td>4.0390 ± 0.6602</td>
<td>4.8914 ± 0.7797</td>
<td>3.0489 ± 0.0089</td>
<td>2.8230 ± 0.0142</td>
</tr>
</tbody>
</table>

Figure 3.3- Bayes A plots- TBV vs DGV- for the reference (a.) and validation (b.) populations
Figure 3.4 - Bayes B plots- TBV vs DGV- for the reference (a.) and validation (b.) populations

Figure 3.5 - Normal Gamma plots- TBV vs DGV- for the reference (a.) and validation (b.) population

Figure 3.6 - Normal Exponential plots- True vs Predicted DGV- for the reference (a.) and validation (b.) populations
3.3.2 Data Set 2

The results for the accuracy of each method (and standard errors) using data set 2, across the five replicates are shown in Table 3.5. The table clearly shows that in both the reference and validation populations that Bayes A performed the worst. Figure 3.7 shows the reference and validation population for predicted DGV versus the TBV for Bayes A. It reveals that these lower values may be partially the result of one replicate with less accurate results caused by bias. The figures for the other different hierarchical models for the reference and validation population are shown in figures 3.7-3.10. Unlike Bayes A, Bayes B was the best performing of the models assessed using all three comparative measures. However, Bayes B, the normal-gamma and normal-exponential mixtures all produced extremely reliable results when comparing the Pearson correlation coefficient and MSE with no significance difference between their performance.

Table 3.5 - Results for Data Set 2. Validation and Reference population results comparing predicted DGV and true breeding values (TBV) using regression coefficients (Reg) of true regressed onto predicted, the Pearson correlation coefficient (Cor) and mean square error (MSE).

<table>
<thead>
<tr>
<th></th>
<th>Reference Population</th>
<th>Validation Population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bayes A</td>
<td>Bayes B</td>
</tr>
<tr>
<td>Reg</td>
<td>0.9455 ± 0.0019</td>
<td>0.9757 ± 0.0005</td>
</tr>
<tr>
<td>Cor</td>
<td>0.9856 ± 0.0012</td>
<td>0.9910 ± 0.0003</td>
</tr>
<tr>
<td>MSE</td>
<td>0.5520 ± 0.0374</td>
<td>0.3212 ± 0.0104</td>
</tr>
<tr>
<td></td>
<td>Bayes A</td>
<td>Bayes B</td>
</tr>
<tr>
<td>Reg</td>
<td>0.8867 ± 0.0117</td>
<td>0.9928 ± 0.0013</td>
</tr>
<tr>
<td>Cor</td>
<td>0.9583± 0.0070</td>
<td>0.981211 ± 0.0009</td>
</tr>
<tr>
<td>MSE</td>
<td>1.4463± 0.2318</td>
<td>0.5257 ± 0.0162</td>
</tr>
</tbody>
</table>
Figure 3.7 - Bayes A plots- TBV vs DGV- for the reference (a.) and validation (b.) population

Figure 3.8 - Bayes B plots- TBV vs DGV- for the reference (a.) and validation (b.) populations

Figure 3.9 - Normal Gamma plots- TBV vs DGV- for the reference (a.) and validation (b.) populations
Three replicates were performed for each of the hierarchical models using data set 3 where there were no SNP effects and any variation in the phenotypes was caused only by noise. The results were extremely similar across replicates. Table 3.6 presents the MSE values for the reference and validation populations and Figure 3.11 shows the results of TGV versus the predicted DGV from 1 replicate (as all replicates were extremely similar). The most interesting result is that even though Bayes B allows SNP effects to be set to zero, Bayes A was the only model that correctly set all SNP effects to effectively zero. Nevertheless the results are still not significantly different and all methods produce relatively accurate results.

Table 3.6- Results for Data Set 3. Validation and Reference population results comparing predicted and true breeding values mean square error (MSE) with the standard error (± s.e)

<table>
<thead>
<tr>
<th></th>
<th>Reference Population</th>
<th>Validation Population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bayes A</td>
<td>Bayes B</td>
</tr>
<tr>
<td>MSE (± s.e)</td>
<td>0</td>
<td>0.0436 ±0.0020</td>
</tr>
</tbody>
</table>
Figure 3.11- No SNP effects- predicted DGV from replicate 1 versus true DGV for the validation population.

3.3.3 DISCUSSION

3.4.1 Data Set 1

The results for the reference population for the data set 1 were as expected with all models producing regression and correlation coefficients close to 1. Bayes A had a higher MSE perhaps indicating more bias which could be accounted for by increased variation between the replicates. This variation was a result of inaccurate estimation of the mean and subsequently the SNP effects. However, in the validation population, Bayes B had the highest MSE. Both Bayes A and Bayes B had replicates that were more susceptible to variation resulting in an overall higher MSE, which is shown by the spread of predicted breeding values in Figures 3.2 and 3.3, and the greater standard errors.
On inspection of the estimated means, the values differed across replicates for both Bayes A and Bayes B. It appeared that the effect of the mean was in some replicates absorbed into the SNP effects. The reason for this is not obvious; inspection of parameter values in the MCMC chain showed that convergence had been reached, so it is most probably a reflection of the very small size of the data set and would be expected to disappear once the data set size was increased. Also contributing to the underperformance of Bayes B is that the prior probability of a SNP having a non-zero effect was set to 0.05 which relates to 12.5 (12-13) SNP being linked to a QTL. The restriction placed on the number of SNP with non-zero effects (and variances) in Bayes B may, in fact, restrict the amount of variation that can be explained by the SNP. If more than one SNP is needed to accumulate the effect of one QTL then this restriction, if too low, may negatively affect the accuracy of the DGV.

![Figure 3.12](image)

**Figure 3.12**- Posterior distributions and True distribution of SNP effects for all models for dataset 1. NG = normal-gamma hierarchical prior distribution, NE = normal-exponential hierarchical prior distribution.

When examining the posterior distributions of the SNP effects (Figure 3.11), the shrinkage effects of all approaches are evident. The normal-gamma hierarchical prior distribution seems to be the most affected. This may be a reflection of incorrect
estimation of the genetic variance possibly resulting in increased shrinkage. Also obvious is the smooth t-distribution of the SNP effects of Bayes A.

The normal-exponential and normal-gamma prior distributions were the most consistent across the replicates, producing sets of DGV with the lowest MSE (bias and error), highest Pearson correlation coefficients and regression coefficients that were closest to one. Interestingly, while the prior specification of Bayes B sets a bulk of SNP effects to zero and thus it would seemingly be the closest prior specification to the simulated effects, the normal-exponential and normal-gamma prior distributions assumptions appear to produce DGV that are closer to the true breeding values. Insight into the cause of this is provided by Figure 3.12. The normal-gamma and normal-exponential distribution have posteriors similar to that of the simulated QTL distribution, in that they have a bulk of effects with very small effects and then some larger effects. They compensate for not having really large effects, that is, none close to the ±2 simulated, by estimating a larger proportion of smaller SNP effects. This is evident in both Figure 3.12 and Figure 3.13. Figure 3.13 shows the simulated QTL effect across the genome and the estimated SNP effects for each of the models.

**Figure 3.13**– Position and effects of the simulated QTL and the estimated SNP effects for the four hierarchical models for data set 1
All models are able to correctly distinguish most QTL. However, those hierarchical models that used the Metropolis Hastings algorithm identified more QTL. Bayes A appeared unable to identify all the minor QTL with a negative effect (-1). Additionally, it overestimated the effect of the three large positive QTL effects. This is a most likely a reflection of its prior distribution with the larger effects being sampled from the fat tails and the fact that in some replicates some of the mean was absorbed by the SNP effects.

3.4.2 Data Set 2

The accuracy of the DGV produced by the different hierarchical prior distributions differed for this simulated data set. They could be split based on the hierarchical prior distribution and subsequent MCMC sampling algorithm. Bayes A produced the least accurate DGV with the lowest correlation with the TBV, the highest MSE indicating bias and a regression coefficient the furthest from one. This lack of accuracy is primarily due to the fact that its prior assumptions make it the least able to approximate the true distribution of the QTL effects. Bayes B, normal-exponential and normal-gamma prior distributions all produce very similar DGV; correlations of >0.999 and Spearman rank correlations of >0.99 between the three different sets of DGV.

![Figure 3.14](image)

**Figure 3.14**– Position and effects of the simulated QTL and the estimated SNP effects for the four hierarchical models for data set 2.

It is not surprising that normal-exponential and normal-gamma prior distributions produce accurate DGV for this data set as their prior distributions are very similar to...
that of the simulated QTL effects, namely, double exponential distribution with many small effects and a few large effects. Additionally, Bayes B is well able to estimate the QTL effects despite the simulated data having many SNP with minor effects. In fact, Bayes B was the most accurate model with the lowest MSE and correlation and regression coefficients that are the closest to one. This indicated that the Bayes B hierarchical prior distribution provided a flexible and robust approach. Similarly to data set 1, all models were able to identify most of the major QTL (Figure 3.14). However, Bayes A again struggled to identify some of the minor QTL and this may have explained its slightly lower correlation coefficient.

3.4.3 Data Set 3

![Figure 3.15 - Posterior distributions of SNP effects for data set 3](image)

To fully explore the adaptability of the priors, through data set 3, the unrealistic case of no QTL, with any variation between animals being random, was explored. The only model able to accurately identify that there was no QTL was the model using the Bayes A hierarchical prior distribution. The reason for this result is that Bayes A has the only conjugate prior distribution that allows the use of the Gibbs sampler. This allowed the chain to converge quickly to a very accurate estimate of the mean and thus the SNP effects remained at the starting value of zero.

The Metropolis Hastings algorithm used by the other models allows, through the acceptance ratio, for SNPs by chance to take a new value. This step was designed to allow the chain to recover if it became stuck in local maxima or minima.
Consequently, if by chance a SNP may be assigned a non zero value and thus move away from the starting values of zero. Each of these accepted values make up the posterior of the SNP. The mean is then used to calculate the final SNP effect averaging all the values in the posterior. Consequently if the posterior contains even a single non-zero value then the final SNP effect will also be non-zero. The approaches do however shrink the effects back towards zero as shown in Figure 3.11 and 3.15. The normal-exponential model appears the most successful in shrinking these effects back towards zero. In contrast to Bayes A, Bayes B could never have found that there was no QTL. The specification of the prior distributions states that a certain probability of the effects must be non-zero, thus prohibiting the exact result found by Bayes A. Despite this Bayes B does adjust and produces DGV that were closer to the real mean than the normal-gamma prior distribution. Should the specification of the prior distributions have remained the same for Bayes B, the normal-exponential and normal-gamma models, an increase in the size of the data set would not be expected to change the results as all three distributions are likely to yield no-zero SNP effects.

3.4.4 Computational Time

The computational time for 10,000 iterations for each model is shown in Table 3.12. Immediately evident is that those models employing the Metropolis Hastings algorithm are significantly more computationally demanding. The use of R with the utilised code is shown to be unviable. However, the use of winBUGS may have yielded shorter times. Bayes A was viable but it generally produced the lowest accuracies. A consequence of this result was the recommendation and use of C++ and FORTRAN for all remaining computation and programming for the other studies presented in this thesis.

<table>
<thead>
<tr>
<th>Prior</th>
<th>Bayes A¹</th>
<th>Bayes B²</th>
<th>NE²</th>
<th>NG²</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU Time</td>
<td>0.5 hr</td>
<td>52 hr</td>
<td>337.5 hr</td>
<td>321.2 hr</td>
</tr>
<tr>
<td>Program</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>R</td>
</tr>
</tbody>
</table>

NG- normal-gamma mixture distribution, NE- normal-exponential mixture distribution, ¹Models utilising the Gibbs Sampler, ²Models utilising the Metropolis Hastings algorithm, *hr = hours, min= minutes
3.5 CONCLUSION

The results for this small simulation study indicate that the models with the prior distribution that match to the true distribution will produce the highest accuracies. However, all models appeared generally robust, flexible and able to cope with different underlying QTL distributions. Generally Bayes A produced the DGV with the lowest correlation with the TBV and the highest MSE for the data sets containing QTL (data sets 1 and 2) indicating that it produced biased sets of DGV. This is due to the more strict assumption that the QTL effects are from a t-distribution; thus not at any stage matching the simulated QTL distribution). With such a small data set, this prior assumption may have overwhelmed the data. Bayes A does allow the more efficient Gibbs Sampler to be used reducing computational time. In contrast to Bayes A, all other hierarchical prior distributions do not have a fixed posterior rather the computationally slower Metropolis Hastings algorithm was used to construct the posterior distribution. The results and higher than normal accuracies obtained in this study are dependent on the simplistic model used to simulate the data, an increase in data set size and more realistic simulation model (or the use of real data) may change the results. These scenarios are explored in the following chapters.

The major result from this study was that those hierarchical priors that used Metropolis Hastings algorithm and that assumed unequal variances (i.e. Bayes B or normal-gamma or normal-exponential hierarchical prior distributions) produced more accurate DGV across the simulated data sets but were significantly computationally slower and thus unviable. In addition the normal –gamma and normal exponential hierarchical prior distributions over shrank the effects and found more minor QTL than were simulated. As a result, an alternative model was developed with comparable assumptions to Bayes B but with significantly less computational demands. This Bayes SSVS method is described in the next chapter (Chapter 4). It utilises stochastic search variable selection to enable the use of the Gibbs Sampler will maintaining the assumption of only a small number of significant large QTL. It equivalence to Bayes B is also proven in Chapter 4.
CHAPTER 4
Accuracy of Genomic Selection using Stochastic Search Variable Selection in Australian Holstein Friesian dairy cattle

4.1 INTRODUCTION

The results from the simulation studies in Chapter 3 suggest that more accurate DGV result from approaches that assume a majority of the SNPs have no or minor effects but have distributions with fat tails allowing a few major QTL (e.g. Bayes B, Normal-gamma and Normal-exponential prior distributions versus Bayes A). Those models with hierarchical priors such as Bayes B, the normal-exponential and normal-gamma mixtures (Chapter 3) use non-conjugate priors and thus require the use of the Metropolis Hastings algorithm which has significant time and computational demands. These demands make their use for large data sets such as those created using the Illumina BovineSNP50 beadchip (54,001 SNP) unviable.

An alternative approach is to use Stochastic Search Variable Selection (SSVS) (George and McCulloch, 1993). SSVS provides a method to maintain a constant dimensionality across all models but allows the parameters, in this case the SNPs, in the predictive set to change. It does this by not removing from the model all non-significant parameters (that is those that would be excluded from the predictive set and thus set to zero in Bayes B); instead, their effects are limited to values very close to zero.

The major advantage of this method is that, instead of using more computationally demanding algorithms, the posterior distribution of all parameters can be sampled directly using the Gibbs sampler. SSVS has been previously used for identifying multiple QTL (Yi et al., 2003), multivariate regression models (Brown et al., 1998), gene mapping (Swartz et al., 2006) and generalized linear models (George and McCulloch, 1997). It has also been utilised for analysing multi-trait QTL mapping data (Meuwissen and Goddard, 2004), and subsequently to investigate the effect that different methods for defining haplotypes and the effect of the inclusion of the
polygenic effect had on the accuracy of genomic selection in simulated data (Calus et al., 2008, Calus and Veerkamp, 2007).

In this chapter, it is demonstrated that a Bayesian SSVS can be employed effectively, when compared to other methods, for genomic selection using real SNP data. The method also provides a viable alternative to more computationally demanding approaches such as Bayes B (Meuwissen et al., 2001) will maintaining nearly identical assumptions about the SNP effects. The approach used is novel and is modelled differently to the approach presented in Calus et al. (2008) where a relationship matrix is present at each SNP location describing the relationship of that SNP with the other SNP. This research presented here has been published in Genetics Research (Verbyla et al., 2009) (see Appendix A1 for the published paper).

4.2 MATERIALS AND METHODS

4.2.1 Data

The data set contained 1498 Australian Holstein-Friesian bulls genotyped for the Illumina Bovine50K array. After quality control, 39048 SNPs remained in the predictive set. The quality control applied to the SNP data is described by Hayes et al. (2009). The reference data set where the SNP effects were predicted contained 1098 proven bulls born between 1940 and 2000. The phenotypes for these bulls were Australian Breeding Values (ABV) for protein kg, fat kg, protein percentage, fat percentage and daughter fertility, all deregressed to remove any contribution from relatives (Hayes et al., 2009b). Daughter fertility is here defined as the difference between bulls for the percentage of their daughters that are pregnant 6-weeks after mating start date or 100-days after calving in year-round herds. The validation set contained 400 genotyped bulls proven in the years 2005, 2006 and 2007 with information from at least 100 milking daughters and available ABV to enable comparison with predicted DGV.
4.2.2. Model

At each locus (total number of loci, q) there are three possible combinations of two alleles (e.g. A or B), the homozygote of one allele (AA), the heterozygote (AB) and the homozygote of the other allele (BB). These are quantitatively represented by 0, 1 and 2 respectively. The model fitted to the above data was then:

\[ y = \mu I_n + \sum_{j=1}^{q} X_j \beta_j + Zu + e \]

where \( y \) is the vector of phenotypes of the trait being analysed for all \( n \) individuals, \( \mu \) is the mean, \( I_n \) is a vector of ones of length \( n \), \( X_j \) is a vector of indicator variables representing the genotypes of the \( j \)th marker for all individuals (\( x_{ij} = 0,1,2 \)), \( \beta_j \) is the size of the SNP effect associated with marker \( j \), \( u \) is the vector of random polygenic effects of length \( n \) (\( Z \) is the associated design matrix) and is assumed to be normally distributed, \( u \sim N(0, \sigma_u^2 A) \) where \( A \) is the pedigree-derived additive genetic relationship matrix and \( e \) is the residual error also assumed to be normally distributed, \( e \sim N(0, I \sigma_e^2) \). The polygenic effect was included to remove the effect of population structure to enable the more accurate estimation of the SNP effects. The inclusion of the polygenic effect has been shown to produce slightly better accuracies of prediction while reducing the bias of the variance components (Calus and Veerkamp, 2007).

4.2.3. Stochastic Search Variable Selection

The key feature of SSVS compared to Bayes A or B (Meuwissen et al., 2001) is the introduction of a latent or indicator variable, \( \gamma \), into the hierarchical model. This enables the extraction of information relevant to variable selection. The latent variable can take either 1 or 0, representing whether the SNP is included as a significant effect in the model or not. As such, the prior distribution for each SNP effect is a normal mixture conditional on the corresponding latent variable \( \gamma \) and the variance which is sampled from an inverse scaled chi square distribution:

\[ \beta_i \mid \gamma_i, \sigma_i^2 \sim (1 - \gamma_i)N(0, \sigma_i^2 / 100) + \gamma_i N(0, \sigma_i^2) \]
\[ \sigma_i^2 \sim \chi^2(r, S) \]
At the SNP effect level, this hierarchical prior distributions specification means the SNP effects are sampled from a mixture of two student t-distributions, one with a very small variance and a second larger distribution. The values of $r$ and $S$ were calculated as in Meuwissen et al (2001). The prior distribution of the indicator variable is chosen to reflect the belief of whether a SNP is in linkage disequilibrium with a QTL. The probability of a SNP being sampled from the smaller or larger distribution is:

$$1 - p(\gamma_i = 0) = p(\gamma_i = 1) = p_i$$

Subsequently, the prior distribution for indicator variable is a Bernoulli distribution:

$$\gamma_i \sim \text{bernoulli}(p_i)$$

The prior probability $p_i$ is chosen to reflect the information available on how many QTL affect the trait of interest. It can be quantified as the number of SNP expected to be linked to a QTL divided by the total number of SNP. In genome-wide association studies or genomic selection applications, the expected proportion of QTL can sometimes be estimated based on knowledge about the trait of interest and previous QTL studies results.

The posterior distribution of the indicator variable can be sampled directly using:

$$p(\gamma_i = 1\mid \beta, \sigma^2, \gamma_{-i}, u, y) \sim \text{bernoulli}\left(\frac{p(\beta_j \mid \gamma_{-i}, \gamma_i = 1)p_i}{p(\beta_j \mid \gamma_{-i}, \gamma_i = 1)p_i + p(\beta_j \mid \gamma_{-i}, \gamma_i = 0)(1 - p_i)}\right)$$

where $\gamma_{-i}$ is all terms of $\gamma$ except $\gamma_i$.

The frequency that each SNP appears in the model is shown by the posterior distribution of the indicator variable. SNP that are included in the model frequently have a high posterior probability and will most likely be linked to a QTL. Consequently this approach could also be used for genome wide association studies.

### 4.2.4. Additional Methods

Bayes A, Bayes B and Bayes BLUP were also run on the data. Bayes A and Bayes B were as specified in Meuwissen et al (2001) and as described in Chapter 3 with the addition of a polygenic effect. A Bayesian BLUP method was also implemented. It is identical to the specification of Bayes A with the exception that all SNP have a
constant equal variance that was sampled once each iteration from an inverse scaled chi square distribution.

In order to have Bayes B results for comparison to those of Bayes SSVS, a modified version of Bayes B approach was used. The modified version which consisted of running Bayes B cycles with the Metropolis Hastings Algorithm after every 100 iterations of Bayes A. If a SNP effect was found to be zero during these Metropolis Hastings algorithm iterations then it was set to zero during the subsequent Bayes A cycles. This effectively maintained the same assumptions as Bayes B, while significantly reducing the time required to reach convergence.

All methods were run for 10,000 iterations to ensure convergence. This number of iterations was shown to be sufficient for convergence with formal diagnostic methods provided in the package R, coda (Plummer et al., 2007 -b).

4.2.5. Breeding Values

Marker estimated breeding values (DGV) for bulls in the validation data set were calculated as the sum of the mean, the effects of the SNP genotypes that it carried and the polygenic effect, $\text{DGV} = \hat{\mu} + X\hat{\beta} + \hat{\mu}$. The accuracy of the methods were evaluated on the correlation, the mean square error (MSE) and the regression coefficient of the Australian breeding value (assumed to be the true breeding value) on the predicted DGV. Genomic selection aims to produce breeding values as close as possible to the true breeding value. The ABV was used for comparison as it is a most accurate predictor of the true breeding value.

4.3. RESULTS AND DISCUSSION

4.3.1. Time to Convergence

The use of the SSVS method is analogous to Bayes B in the assumption that the majority of the SNP effects are thought to be very small and insignificant. However as illustrated in Table 4.1, the fixed dimensions of the model and the conjugate nature of
the prior distribution used in the Bayesian SSVS model allowed the use of the Gibbs Sampler which is significantly computationally less demanding and consequently quicker than the Metropolis Hastings algorithm used in traditional Bayes B. Given the very high computational demand of Bayes B, it was not possible to run this algorithm to convergence. The time to convergence was extrapolated from running Bayes B for 1000 iterations. The Bayes A and Bayes BLUP methods reached convergence in comparable times to Bayes SSVS.

Table 4.1 - Computational time for genomic selection methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Computational Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes BLUP</td>
<td>6</td>
</tr>
<tr>
<td>Bayes A</td>
<td>6</td>
</tr>
<tr>
<td>Bayes B</td>
<td>-2440</td>
</tr>
<tr>
<td>Bayes B Modified</td>
<td>240</td>
</tr>
<tr>
<td>Bayes SSVS</td>
<td>6</td>
</tr>
</tbody>
</table>

*Process clock hours

The correlations between the ABVs and the DGV predicted for the animals in the validation set by the modified Bayes B and Bayes SSVS for fertility and protein kg traits are shown in Table 4.2. This shows that the two methods produce almost identical correlations with the ABVs as expected. The DGV for the two methods are 99.9% and 98.0% correlated for protein and fertility respectively. This equivalence in results demonstrates that the Bayes SSVS method does maintain the SNP effect assumptions of the original Bayes B and produces near to identical results. The slightly lower result for fertility is probably due to the non-normality of the trait making it harder to estimate. The modified Bayes B produced not significantly different but slightly larger mean square errors and regression coefficients for protein (Table 4.3 and 4.4). This is most likely due to the modification to reduce the computational time to convergence. The time taken for the modified version of Bayes B was still 40 fold larger than that for the Bayes SSVS which produced identical accuracies (see Table 4.1).
**Table 4.2** - Correlation between predicted DGV and ABV for proven bulls (years 2005, 2006, 2007 and overall) for the modified Bayes B and Bayes SSVS.

<table>
<thead>
<tr>
<th></th>
<th>Bayes B (modified)</th>
<th>Bayes SSVS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein kg – 2005</td>
<td>0.620</td>
<td>0.627</td>
</tr>
<tr>
<td>– 2006</td>
<td>0.638</td>
<td>0.646</td>
</tr>
<tr>
<td>– 2007</td>
<td>0.502</td>
<td>0.490</td>
</tr>
<tr>
<td>Protein kg – Overall</td>
<td>0.575</td>
<td>0.583</td>
</tr>
<tr>
<td>Fertility – 2005</td>
<td>0.576</td>
<td>0.577</td>
</tr>
<tr>
<td>– 2006</td>
<td>0.430</td>
<td>0.429</td>
</tr>
<tr>
<td>– 2007</td>
<td>0.628</td>
<td>0.628</td>
</tr>
<tr>
<td>Fertility – Overall</td>
<td>0.540</td>
<td>0.540</td>
</tr>
</tbody>
</table>

**Table 4.3** - Mean Square Error between predicted DGV and ABV for proven bulls (years 2005, 2006, 2007 and overall) for the modified Bayes B and Bayes SSVS.

<table>
<thead>
<tr>
<th></th>
<th>Bayes B (modified)</th>
<th>Bayes SSVS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein kg – 2005</td>
<td>50.1</td>
<td>49.2</td>
</tr>
<tr>
<td>– 2006</td>
<td>53.8</td>
<td>52.7</td>
</tr>
<tr>
<td>– 2007</td>
<td>65.2</td>
<td>64.2</td>
</tr>
<tr>
<td>Protein kg – Overall</td>
<td>55.4</td>
<td>54.4</td>
</tr>
<tr>
<td>Fertility – 2005</td>
<td>5.03</td>
<td>5.03</td>
</tr>
<tr>
<td>– 2006</td>
<td>5.11</td>
<td>5.11</td>
</tr>
<tr>
<td>– 2007</td>
<td>3.02</td>
<td>3.02</td>
</tr>
<tr>
<td>Fertility – Overall</td>
<td>4.52</td>
<td>4.52</td>
</tr>
</tbody>
</table>

**Table 4.4** - Regression Coefficient of predicted ABV on DGV for proven bulls (years 2005, 2006, 2007 and overall) for the modified Bayes B and Bayes SSVS.

<table>
<thead>
<tr>
<th></th>
<th>Bayes B (modified)</th>
<th>Bayes SSVS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein kg – 2005</td>
<td>1.128</td>
<td>1.072</td>
</tr>
<tr>
<td>– 2006</td>
<td>1.407</td>
<td>1.346</td>
</tr>
<tr>
<td>– 2007</td>
<td>1.435</td>
<td>1.274</td>
</tr>
<tr>
<td>Protein kg – Overall</td>
<td>1.187</td>
<td>1.131</td>
</tr>
<tr>
<td>Fertility – 2005</td>
<td>1.091</td>
<td>1.095</td>
</tr>
<tr>
<td>– 2006</td>
<td>0.783</td>
<td>0.781</td>
</tr>
<tr>
<td>– 2007</td>
<td>0.926</td>
<td>0.929</td>
</tr>
<tr>
<td>Fertility – Overall</td>
<td>0.930</td>
<td>0.933</td>
</tr>
</tbody>
</table>
4.3.3. Comparison of BLUP, BAYES A, BAYES SSVS results

The logarithm of the mean square error, regression and correlation coefficients for the predicted DGV and Australian Breeding Values (ABV) for the traits protein kg, fat kg, protein percentage and fat percentage are shown in Table 4.5. The values shown are the average values for the proven bulls in the years 2005, 2006 and 2007 from the validation data set. BLUP has the highest overall correlation and the lowest MSE between the three methods for protein kg. For the traits, fat kg and protein percentage, Bayes SSVS produces the highest correlations and has the lowest bias, but over all there are no significant differences between methods. However, there are significant differences between the performances of the methods for the trait, fat percentage.

**Table 4.5** - MSE, Correlation and Regression Coefficient between predicted DGV and ABV in the validation data set

<table>
<thead>
<tr>
<th>Method</th>
<th>Measure</th>
<th>Bayes SSVS*</th>
<th>Bayes A*</th>
<th>Bayes BLUP*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein kg</td>
<td>$\tau_{DGV,ABV}$</td>
<td>0.583</td>
<td>0.567</td>
<td>0.602</td>
</tr>
<tr>
<td></td>
<td>log(MSE)</td>
<td>4.03</td>
<td>4.06</td>
<td>3.96</td>
</tr>
<tr>
<td></td>
<td>$b_{ABV,DGV}$</td>
<td>1.187</td>
<td>1.126</td>
<td>1.128</td>
</tr>
<tr>
<td>Fat kg</td>
<td>$\tau_{DGV,ABV}$</td>
<td>0.563</td>
<td>0.532</td>
<td>0.563</td>
</tr>
<tr>
<td></td>
<td>log(MSE)</td>
<td>5.18</td>
<td>5.22</td>
<td>5.23</td>
</tr>
<tr>
<td></td>
<td>$b_{ABV,DGV}$</td>
<td>0.900</td>
<td>0.856</td>
<td>0.988</td>
</tr>
<tr>
<td>Protein %</td>
<td>$\tau_{DGV,ABV}$</td>
<td>0.668</td>
<td>0.641</td>
<td>0.655</td>
</tr>
<tr>
<td></td>
<td>log(MSE)</td>
<td>-4.94</td>
<td>-4.88</td>
<td>-4.84</td>
</tr>
<tr>
<td></td>
<td>$b_{ABV,DGV}$</td>
<td>0.972</td>
<td>0.995</td>
<td>0.887</td>
</tr>
<tr>
<td>Fat %</td>
<td>$\tau_{DGV,ABV}$</td>
<td>0.740</td>
<td>0.716</td>
<td>0.646</td>
</tr>
<tr>
<td></td>
<td>log(MSE)</td>
<td>-3.07</td>
<td>-3.24</td>
<td>-3.32</td>
</tr>
<tr>
<td></td>
<td>$b_{ABV,DGV}$</td>
<td>0.874</td>
<td>0.864</td>
<td>0.925</td>
</tr>
<tr>
<td>Fertility</td>
<td>$\tau_{DGV,ABV}$</td>
<td>0.540</td>
<td>0.539</td>
<td>0.538</td>
</tr>
<tr>
<td></td>
<td>log(MSE)</td>
<td>1.51</td>
<td>1.51</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>$b_{ABV,DGV}$</td>
<td>0.933</td>
<td>0.942</td>
<td>0.905</td>
</tr>
</tbody>
</table>

*Average accuracies reported over validation sets from years 2005, 2006, 2007. $\tau_{DGV,ABV}$ Correlation coefficient between the ABV and predicted DGV, log(MSE) is the logarithm of the Mean square error between the ABV and predicted DGV, $b_{ABV,DGV}$ Regression coefficient of the ABV on predicted DGV.

The individual SNP variances that Bayes A and Bayes SSVS uses, allows some SNPs to have effects which are not penalised (shrunk) as severely as in BLUP. This is clearly shown in Figure 4.1, where the percentage each SNP contributes to the total
SNP effects are plotted for the three methods for the centromeric end of the bovine chromosome 14. Bayes A and Bayes SSVS have a SNP with an effect significantly greater than zero while the Bayes BLUP effects for SNP near DGAT1 are close to zero. Bayes SSVS does perform slightly better than Bayes A for fat percentage. The advantage of the Bayes SSVS over Bayes A may be the prior structure consisting of two distributions: a distribution of larger significant effects and a smaller distribution close to zero. This allows the SNP with larger effects to have values in their posterior sampled from the larger distribution, while those SNP without significance have their effects sampled from the smaller posterior distribution of values very close to zero. Traits with large effects will be more accurately predicted using SSVS than Bayes BLUP as the prior structure allows more variance to be attributed to the larger effects.

![SNP effects (% of total effects) for fat percentage from Bayes A, Bayes BLUP and Bayes SSVS found on the centromeric end of chromosome 14](image)

**Figure 4.1**- SNP effects (% of total effects) for fat percentage from Bayes A, Bayes BLUP and Bayes SSVS found on the centromeric end of chromosome 14

These differences in the method accuracies across traits or the apparent “trait by method” interactions can be explained by the distribution of QTL for the different traits. For example, Protein kg has no known genes of large effect and thus BLUP,
which applies equal variances across all SNP, can be used successfully to accurately predict breeding values. In contrast, fat percentage has a mutation, DGAT1, that is common and acts additively and is known to be responsible for approximately 50% of the genetic variation for the trait (Grisart et al., 2002).

4.4. CONCLUSION

Bayesian SSVS produced more accurate DGV than the other methods for most of the dairy traits in the data set. The comparison with a modified version of Bayes B showed that it produces nearly the same results with dramatically less computational time required. For traits with a mutation of known large effect such as fat percentage, Bayes SSVS gave significantly higher accuracy of DGV than the BLUP method as expected given that its prior is closer to the real distribution of effects than that of BLUP. The use of an indicator variable in Bayes SSVS would also allow the premeditated inclusion of SNP in a model that are known to be linked to QTL of biological importance or are themselves causal mutations. Instead of using a single value for the prior probability for all SNP, a vector of probabilities could be used as prior probabilities to allow more prior information to be included should it be available.

Overall, this study had shown that Bayes SSVS method provides reduced computational time and accurate results when using real dairy data to predict genomic breeding values and provides a viable alternative to other Bayesian methods for Genomic Selection.

The performance of Bayes SSVS and Bayes B modified are further examined in simulated data produced as part of the 13th QTLMAS workshop in the next chapter. In addition, a Bayesian BLUP approach and Bayes A are applied to the data. The aim is to again examine the performance of these models and of priors (different from Chapter 3) with known QTL distributions. In that study, the performance of the models raised different issues and the implications of these are discussed.
CHAPTER 5
Sensitivity of Genomic Selection to using different prior distributions

5.1 INTRODUCTION

As a response to the development of Bayes SSVS and the implementation of a modified Bayes B (Bayes A/B hybrid), a second simulation study was performed to assess the performance of these methods in simulated data. This study used the simulated data from the 13th QTL-MAS workshop. The advantage of this data set was that it allowed the testing of Bayesian genomic prediction approaches on a data with a linkage analysis structure. Consequently, it provided an opportunity to assess the performance of four Bayesian genomic prediction models on a differently structured, more realistic, simulated data set than presented in Chapter 3.

Four Bayesian models differing again through the specification of the prior distributions for the SNP effects and their respective variances were applied to estimate DGV. They included three new methods not presented in Chapter 3, Bayes SSVS (Chapter 4), Bayes BLUP and Bayes A/B along with Bayes A (used in Chapter 3). The results of this study have been published in BMC proceedings as part of the publications for 13th QTLMAS workshop (Verbyla et al., 2010a) (see Appendix A3 for the published paper).

5.2 MATERIAL AND METHODS

5.2.1 Simulated data

The data was simulated as part of the 13th QTLMAS workshop held in Wageningen, the Netherlands in 2009. The data set consisted of 2,025 individuals from two generations. All individuals had complete marker information. The first 25 individuals were the parents, 20 female and 5 male. The remaining 2000 individuals were offspring consisting of 100 full sibs (FS) families, one from each combination of a male and female parent. Each FS family has 20 offspring. Fifty FS families were phenotyped, the other 50 FS families did not have phenotypes. FS families were
chosen such that each female parent has at least 40 phenotyped offspring while each male parent has 100 phenotyped offspring. The phenotypes were measured at 5 time points (0, 132, 265, 397 and 530). The phenotypes were simulated such that they could be seen as yield values representing weight during the growth of an animal or plant. The phenotypes formed points on a logistic growth curve. The true breeding values (TBV) were available for time point 600 for the animals without phenotypes.

There were 453 SNP marker loci which were randomly distributed over 5 chromosomes. Each chromosome was approximately 1 Morgan in length. 18 QTL were simulated, 6 affecting each parameter of the logistic curve with one QTL explaining 50 percent of the genetic variation for that parameter. The LD ($r^2$) between a marker and QTL varied between 0.16 and 1.00. The average LD ($r^2$) between flanking markers was 0.14. Three QTL were on chromosome 1 and 5 and four QTL were on the other chromosomes. They all acted additively and explained from 2.5% to 32% of the phenotypic variance. No polygenic, epistatic or imprinting (maternal/paternal) effects were simulated.

The TBV and the details of how the data was simulated were only revealed after the workshop and the data analysis was completed; for more details, see Coster et al. (2010).

5.2.2 Prediction of Breeding Values at Time Point 600

Due to the availability of phenotypes only at $t=0, 132, 265, 397$ and 530, the problem of how to model the time series data and estimate DGV at time point 600 was explored. Options included estimating the phenotype at $t=600$ and then deriving the DGV. This could have been done linearly or by assuming a type of growth curve. However, there was little information available to estimate any inflection points or asymptotic values. The second alternative was to estimate the DGV and then extrapolate to $t=600$. This approach was adopted to estimate the DGV. The predicted DGV at time points 265, 397 and 530 were found to have a linear relationship; they appear to form the linear part of the growth curve (Figure 5.1). Consequently, as there was no other information available after time point 530 to predict asymptotes etc., the
DGV at time point 600 were estimated by fitting a linear regression through the breeding values at the three linear time points; 265, 397 and 530 (Figure 5.1).

**Figure 5.1**– DGV predicted for t=0, 132, 265, 397 and 530 and extrapolated for t=600 using linear regression through t=265, 397 and 530.

### 5.2.3 Model

Unlike the model used in simulated study in Chapter 3, the model used here included the polygenic effect. This was primarily because it was unknown whether or not a polygenic effect was included in the simulated data. The model used was:

\[ y = \mu + \sum_{j} \beta_j X_j + u + e \]

where \( y \) is the vector of phenotypes of the trait being analysed for all \( n \) individuals, \( \mu \) is the mean, \( 1_n \) is a vector of ones of length \( n \), \( X_j \) is a vector of indicator variables representing the genotypes of the \( j \)th marker for all individuals (\( x_{ij} = 0, 1, 2 \)), \( \beta_j \) is the size of the QTL effect associated with marker \( j \), \( u \) is the vector of random polygenic effects of length \( n \) (\( Z \) the associated design matrix) and is assumed to be normally distributed, \( u \sim N(0, \sigma_u^2 A) \) where \( A \) is the pedigree derived additive genetic relationship matrix and \( e \) is the residual error also assumed to be normally distributed,
where $e \sim N(0, I\sigma_e^2)$ where $I$ is the $n \times n$ identity matrix. The prior distributions for the variances of the random polygenic effects and the residual were uninformative flat priors of the form $\chi^2(-2,0)$. For specification of posteriors distribution sampled for the mean, residual and QTL effects see Chapter 3 (Section 3.2.3).

### 5.2.4 Prior Distributions for QTL effects and Algorithms

Four differing sets of prior distributions were assessed; the specifications are shown in Table 5.1. The Bayes BLUP model assumed the same variance for the normal distribution from which the SNP effects were assumed to be derived. The variance of the normal distribution was sampled once every MCMC iteration using a Gibbs Sampler. Bayes A (Meuwissen et al., 2001) as used in Chapter 3 and 4 assumes that the SNP effects come from a $t$-distribution. The values for the inverse scaled chi square hyper parameters ($r$ and $S$) were calculated as in Meuwissen et al (2001); see Table 3.7 for values.

<table>
<thead>
<tr>
<th>Table 5.1- Prior Distribution Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method</strong></td>
</tr>
</tbody>
</table>
| Bayes BLUP | $\beta_i \sim N(0, \sigma^2)$  
$\sigma^2 \sim \chi^2(r_1, s_1)$ |
| Bayes A  | $\beta_i \sim N(0, \sigma_i^2)$  
$\sigma_i^2 \sim \chi^2(r_i, s_i)$ |
| Bayes A/B (Hybrid)  | $\beta_i \sim N(0, \sigma_i^2)$  
$\sigma_i^2 = 0$ with probability $1-\pi$  
$\sigma_i^2 \sim \chi^2(r_2, s_2)$ with probability $\pi$ |
| Bayes SSVS | $\beta_i | \gamma_i, \sigma_i^2 \sim (1 - \gamma_i)N(0, \sigma_i^2 / 100) + \gamma_i N(0, \sigma_i^2)$  
$\sigma_i^2 \sim \chi^2(r_2, S_2)$  
$\gamma_i \sim \text{bernoulli}(p_i)$  
$1 - p(\gamma_i = 1) = p(\gamma_i = 1) = p_i$ |

Hyper-parameters were set at $p_i = \pi = 0.05$, $(r_1, s_1) = (4.0035, 0.0954)$, $(r_2, s_2) = (4.0692, 1.8800)$. 
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The other two models assumed mixture distributions for the SNP effects reflecting the assumption that there is a large number of SNPs with zero or near zero effects and a second smaller set of SNPs with larger significant effects. A Bayes A/B “hybrid” method was used. This approximation to Bayes B (Meuwissen et al., 2001) was used to keep computational and time demands reasonable. In this algorithm, after every k Bayes A iterations, Bayes B via the Metropolis Hasting algorithm was employed. The Metropolis Hasting algorithm was run multiple times per SNP and then any SNP with a final state of zero in the current Bayes B iterations was set to zero for the subsequent k iterations of the Bayes A (k = 100). The prior distributions are identical to that of the original Bayes B using a mixture prior distribution for the SNP variance allowing a proportion, π, to be set to zero. The other proportion, 1−π, is sampled from a similar mixture distribution to that used for Bayes A. See Meuwissen et al (2001) for more details of priors and conditional distributions used.

A faster alternative to both the Bayes A/B hybrid and Bayes B is to use Stochastic Search Variable Selection (SSVS) (George and McCulloch, 1993) (Bayes SSVS – Chapter 4). This avoids the problem of a non-conjugate prior and the possible changing dimensionality of the models (if π, the proportion of significant SNP effects, is also sampled) by providing a technique to maintain constant dimensionality across all models while still allowing the SNP in the predictive set to change. Instead of removing all non-significant parameters, their posterior distributions are limited to values close to zero. The major advantage of this method is that it can be implemented using the Gibbs Sampler instead of the more computationally demanding algorithms such as the Metropolis Hastings algorithm. The indicator variable (γ) determines whether the SNP effect is sampled from the larger distribution (i.e. significant effect) or from the small distribution with near zero effects. This model was developed as a response to the time and computational demands of Bayes B that made it unviable for use on bigger real data sets. However, the assumptions of Bayes B, in simulated data, produced higher accuracies than the faster Bayes A, thus Bayes SSVS provides a fast algorithm with similar assumptions to Bayes B. Further specification, testing and discussion of Bayes SSVS are presented in Chapter 4 and published in Verbyla et al. (2009).
The prior values of $\pi$ and $p_i$ for Bayes A/B and Bayes SSVS respectively were set to 0.05, reflecting the fact that with 435 SNP, it appeared reasonable to expect at least 21 SNP would be associated with a QTL as no additional information was available about the trait being analysed. The algorithms associated with each model were run for 30,000 iterations with the first 10,000 discarded as burn-in. The DGV at each time point were then calculated as $DGV = \hat{\mu} + X\hat{\beta} + \hat{u}$.

5.3 RESULTS AND DISCUSSION

5.3.1 Breeding Values

The methods produced significantly different summary statistics (variances, means, minimums and maximums) for different sets of DGV produced for the animals without phenotypes (Table 5.2). Bayes SSVS and Bayes A/B produced very similar summary statistics which is aptly explained by the similarity in the prior distributions. Bayes BLUP produced a similar mean value but a higher variance. All approaches utilised have a much lower variance in their respective sets of DGV than the TBV. This could be caused by the extrapolation of the DGV to the 600 time point and the fact that the QTL effects were estimated linearly where they were simulated as influencing the three parameters of the logistic growth curve.

Table 5.2- Summary of DGV statistics for each model and the TBV.

<table>
<thead>
<tr>
<th></th>
<th>TBV</th>
<th>Bayes A</th>
<th>Bayes SSVS</th>
<th>Bayes BLUP</th>
<th>BayesA/B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>18.068</td>
<td>23.998</td>
<td>23.845</td>
<td>16.950</td>
<td>22.205</td>
</tr>
<tr>
<td>Max</td>
<td>48.711</td>
<td>49.994</td>
<td>48.877</td>
<td>49.314</td>
<td>48.206</td>
</tr>
<tr>
<td>Mean</td>
<td>29.569</td>
<td>29.601</td>
<td>29.609</td>
<td>29.512</td>
<td>29.572</td>
</tr>
<tr>
<td>Variance</td>
<td>25.346</td>
<td>18.441</td>
<td>17.913</td>
<td>20.721</td>
<td>17.124</td>
</tr>
</tbody>
</table>

Despite the small apparent differences in DGV produced by Bayes A, Bayes A/B and Bayes SSVS, the correlations between these sets of DGV were extremely high (>0.99). Consequently, the DGV appeared relatively insensitive to the model used when assuming unequal variances. The correlations between the predicted sets of DGV for the alternative methods, for animals without phenotypes are shown in Table 5.3.
Table 5.3 - Correlations between Estimated DGV for animals with no phenotype at t=600

<table>
<thead>
<tr>
<th>Method</th>
<th>Bayes SSVS</th>
<th>Bayes A/B</th>
<th>Bayes BLUP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes A</td>
<td>0.9991</td>
<td>0.9901</td>
<td>0.8598</td>
</tr>
<tr>
<td>Bayes SSVS</td>
<td>1</td>
<td>0.9924</td>
<td>0.8634</td>
</tr>
<tr>
<td>Bayes A/B</td>
<td>1</td>
<td>0.8928</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4 - Comparison of True and Estimated DGV. Correlation, Mean Square Error (MSE), Rank (Spearman Rank Correlation for the first 100 animals) and regression of the true on the estimated DGV

<table>
<thead>
<tr>
<th>Method</th>
<th>Correlation</th>
<th>MSE</th>
<th>Rank</th>
<th>Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes BLUP</td>
<td>0.885</td>
<td>5.479</td>
<td>0.691</td>
<td>0.979</td>
</tr>
<tr>
<td>Bayes A</td>
<td>0.864</td>
<td>6.630</td>
<td>0.696</td>
<td>1.162</td>
</tr>
<tr>
<td>Bayes A/B</td>
<td>0.889</td>
<td>5.435</td>
<td>0.73</td>
<td>1.081</td>
</tr>
<tr>
<td>Bayes SSVS</td>
<td>0.869</td>
<td>6.232</td>
<td>0.71</td>
<td>1.024</td>
</tr>
</tbody>
</table>

Correlations, mean square errors, the accuracy of predicting the order of the first 100 animals (rank) and the regression coefficient between the predicted and true breeding values are shown in Table 5.4. While there is no significant difference between the methods, Bayes A/B performed the best of the methods producing the lowest MSE and the highest correlation and rank statistics. Interestingly, whilst Bayes SSVS has very similar hierarchical prior distributions, it does slightly worse than Bayes A/B. Further optimisation of the prior probability of \( p \) for Bayes SSVS increased the accuracy. The optimal value for \( p \) was found to be 0.3; values tested were 0.05, 0.1, 0.2, 0.3, 0.4, 0.6 and 1. This was also consistent with the value used to accurately identify the QTL (Heuven and Janss, 2010). This value produced results that were similar to the results seen for Bayes A/B (\( \pi = 0.05 \)). When \( p \) was set to 1, the DGV and accuracy were almost identical to Bayes A (the only difference caused by the differing hyper-parameters). This does highlight the importance of the correct assumption of the proportion assigned to the smaller and larger distributions in a mixture model. This difference between these two methods may demonstrate that Bayes SSVS is more sensitive to an incorrect assumption about this proportion. Alternatively, due to the extremely high correlation between the two sets, the slight
reduction in accuracy may be a result of an introduced bias in Bayes SSVS reflected by the higher MSE in Table 5.4.

The inclusion of the polygenic effect in the model (not simulated in the data) only slightly reduced the accuracy of prediction (.01) but not significantly (Table 5.5). It was included in the model as its inclusion has been shown to produce slightly better accuracies of prediction while reducing the bias of the variance components (Calus and Veerkamp, 2007).

<table>
<thead>
<tr>
<th>Proportion (p)</th>
<th>Polygenic Effect</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>Included</td>
<td>0.869</td>
</tr>
<tr>
<td>0.05</td>
<td>Not Included</td>
<td>0.877</td>
</tr>
<tr>
<td>0.1</td>
<td>Included</td>
<td>0.883</td>
</tr>
<tr>
<td>0.3</td>
<td>Included</td>
<td>0.891</td>
</tr>
</tbody>
</table>

\[ p \] is the proportion of SNP with a significant effect for Bayes SSVS.

Bayes BLUP produced a significantly different set of DGV. This is evident by the much lower correlations with the other methods and the fact its regression coefficient is significantly different from the other approaches. These differences are caused by the very different specification of the hierarchical prior distribution assumed. Despite these differences, Bayes BLUP produces good accuracy and a low MSE (Table 5.4). The assumption of equal variance meant that the effect and variance explained by the QTL were picked up by many SNP. This meant that the effect was effectively spread across those SNP in LD with the QTL. The success of the BLUP approach in this data set can be explained by two factors. The first that the structured pedigree creates LD within families over long distances and thus allows BLUP to capture successfully and to spread the QTL effect over a number of SNP. The second factor is that the accuracy of BLUP in simulated small data studies has been shown to be inversely related to the number of SNP (Fernando et al., 2007). However, this inverse relationship was defined in the situation where the number of QTL remained constant and the accuracy of BLUP was measured as the numbers of SNP were increased. The assumptions of BLUP do predict this behaviour; as the numbers of SNP increase the amount of variance explained that can be explained by a single SNP decreases. If the proportion of SNP in LD with QTL is constant then BLUP should behave the same.
but if the proportion changes and less SNP are in LD with the QTL then the accuracy will decrease. In this data set, the small number of markers (453) with 18 QTL and consequently the extent of LD, allows for BLUP to be able to produce comparably accurate DGV. However if the percentage of genetic variance explained by a single QTL was to be large and the level and length of LD was low, Bayes BLUP could be expected to produce worse results as it would be difficult to spread the large effects of the QTL across a small number SNP in LD with it. This would appear to be especially true with large numbers of SNP. Thus this caveat to using Bayes BLUP should be considered when considering this method.

For all methods, the setting of the hyper parameters from the data may have increased the accuracy rather than following the method in Meuwissen et al (2001).

5.3.2 Computational requirements

The computational time for 30,000 iterations for each model is shown in Table 5.6. Evident is that that Bayes A/B, the only model employing the Metropolis Hastings algorithm is significantly more computationally demanding. However all times are viable compared with the extremely slow time when using the R code as presented in Chapter 3. Also apparent is the equivalence in CPU time required for Bayes A, Bayes BLUP and Bayes SSVS.

<table>
<thead>
<tr>
<th>Prior</th>
<th>Bayes A¹</th>
<th>Bayes A/B²</th>
<th>Bayes BLUP¹</th>
<th>Bayes SSVS¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU Time⁰</td>
<td>24 min</td>
<td>177 min</td>
<td>24 min</td>
<td>24 min</td>
</tr>
<tr>
<td>Program</td>
<td>C++</td>
<td>C++</td>
<td>C++</td>
<td>C++</td>
</tr>
</tbody>
</table>

NG- normal-gamma mixture distribution, NE- normal-exponential mixture distribution , ¹Models utilising the Gibbs Sampler, ²Models utilising the Metropolis Hastings algorithm and Gibbs Sampler, * min= minutes
All methods produced DGV that were highly correlated (greater than 0.85) with the true breeding values despite diverse assumptions and prior distributions. This indicates that the hierarchical model is relatively insensitive to the choice of prior distributions for this data set. The results cannot be seen to reflect the match between the prior and the true distribution of QTL possibly due to the mismatch between the method in which that data was simulated (using a logistic growth curve) and the approach to predicting the SNP effects (using a linear model). The results presented are also dependent on the underlying model used to simulate the data and thus if this was to change the performance of the models may change. However, the Bayesian models do appear robust and are able to handle this lack of match between the simulated data and the model assumptions. This bodes well for real data where the genetic architecture of the trait may be unknown.

The study does show that methods assuming unequal variances (Bayes A, Bayes B and Bayes A/B) produced very similar sets of DGV in comparison to a significantly different set of DGV produced by the Bayesian genomic BLUP approach. However, Bayes BLUP produced DGV highly correlated with the true breeding values (TBV) indicating that it may provide a viable approach to genomic prediction in real data where the population is heavily structured.

A comprehensive comparison of Bayesian methods in real data is presented in the next chapter where the performance of Bayes BLUP, Bayes A and Bayes SSVS is examined across a range of traits differing genetic architecture. The results are then discussed and compared with comparable studies from different countries. In addition, the effect of pre-selecting a subset of SNP is explored for the Bayes A and Bayes BLUP methods (where all SNP included have a non-zero effect).
CHAPTER 6
Comparison of Bayesian Methods for genomic selection using real dairy data

6.1 INTRODUCTION

Real data emphasizes the $p>n$ problem that simulated often data does not mimic. Currently, only a few thousand of animals with genotypes and phenotypes are available for use as reference populations and the current bovine SNP chip has 54001 SNP available and this number will continue to increase. This disparity between the number of SNP and phenotypes can be problematic. Consequently, one proposal is to first select a small number of influential SNP that are most likely to be linked to QTL affecting the trait of interest. Then in a second stage use these pre-selected SNP for more sophisticated modelling of the relationship between the SNP and the trait of interest. This approach was initially introduced as a way to pre-select markers for GWAS. Hoh et al. (2000) proposed a two stage analysis using a model-free approach to first select influential markers for further modelling in the second stage. The approach for the pre-selection step was based on a bootstrap procedure. In the context of genomic prediction, Macciotta et al. (2009) used a simple single SNP linear regression model and Long et al. (2007) developed a Machine learning classification procedure both to pre-select SNP for use in the creation of a prediction equation. In addition to reducing the dimensions of the data, the identification of a predictive subset of SNP could also reduce the cost of genotyping animals consequently making the application of genomic selection more cost effective. The raises the question of whether the use of a selected subset of SNP will produce higher accuracies will depend on the LD present between the SNP and QTL and the genetic architecture of the trait. The affect is assessed in this Chapter by preselecting SNP using single SNP linear regression with and without weights and using these reduced subsets of SNP with two genomic prediction models.

As can be seen from the systematic overview presented in Chapter 2, multiple different approaches have been proposed and implemented for genomic selection and prediction. Chapters 3 and 5 analytically considered different Bayesian approaches
differentiated by their prior distribution specifications. It was demonstrated that the performance of the models in simulated data reflected the match between the prior distributions of the QTL effects in these models and the “true” or simulated distribution of QTL effects. However, the performance of approaches and the resultant accuracies of prediction are dependent on the detailed assumptions of the simulation and may not be an accurate representation of the performance of these methods in real data. This is because the true distribution of QTL effects is not known in real data. Furthermore the SNP may only be partially in LD with QTL; so it may only be possible to capture part of the effect of some QTL. Thus a good test of a genomic prediction model is its ability to reliably and accurately predict breeding values across a range of genetically diverse traits in real data. Importantly, the ideal model will be robust and able to produce highly accurate DGV for traits with differing genetic architecture. The performance of different models will be related to the equivalence between the model assumptions about the QTL distribution and the real QTL distribution. Thus, the relative performance of the different models can also be seen to give insight to the underlying genetic architecture of the traits.

This chapter presents an extension of the investigation presented in Chapter 3 and 5 to real dairy data to obtain a more comprehensive comparative analysis of the performance of Bayes BLUP, Bayes A and Bayes SSVS. In addition, the affect of selecting subsets of SNP on the accuracy of genomic prediction is explored using real data. The performance of the different methods is assessed across a range of nine traits with differing genetic architectures. For example, for fat percentage, there is a well characterised mutation of large effect (DGAT1). In addition, across the nine traits, the impact on the accuracies for selection of using smaller pre-selected sets of SNP is examined for the Bayes BLUP and Bayes A models.

6.2 METHODS

6.2.1 Data

A total of 1498 Australian Holstein-Friesian bulls were genotyped for the Illumina Bovine50K array. Quality control was applied to the SNP data (see Hayes et al. (2009)) leaving a final set of 39048 SNPs. Of the 1498 animals, 1098 bulls born
between 1940 and 2000 formed the reference data set. The remaining 400 genotyped bulls formed the validation set. These bulls were proven in the 2005, 2006 or 2007 with Australian Breeding Values (ABV) including information from at least 100 milking daughters to enable comparison with predicted GEBVs. The phenotypes for these bulls were ABVs for protein kg, fat kg, milk yield, protein percentage, fat percentage, daughter fertility, ASI (Australian Selection Index), APR (Australian Profit Ranking) and overall type. ASI is defined as:

$$ASI_{ABV} = (3.8 \times Protein_{kg_{ABV}}) + (0.9 \times Fat_{kg_{ABV}}) - (0.048 \times Milk\ litres_{ABV})$$

APR is defined as:

$$APR_{ABV} = ASI + (3.9 \times Survival\ Index) + (1.2 \times Milking\ Speed_{ABV}) + (2.0 \times Temperament) - (0.26 \times Liveweight_{ABV}) - (0.34 \times SCC_{ABV})$$

where $SCC$ stands for somatic cell count. As in Chapter 4, daughter fertility is defined as the difference between bulls for the percentage of their daughters that are pregnant 6-weeks after mating start date or 100-days after calving in year-round herds. All ABV were deregressed to remove any contribution from relatives other than daughters (Hayes et al., 2009b).

6.2.2 Model and Prior Distributions

The model was the standard model previously presented in Chapters 4 and 5. Briefly, the model was:

$$y = \mu 1_{n} + \sum_{j=1}^{q} X_{j} \beta_{j} + Zu + e$$

where $y$ is the vector of deregressed phenotypes of the trait being analysed for all $n$ individuals, $\mu$ is the mean, $1_{n}$ is a vector of ones of length $n$, $X_{j}$ is a vector of indicator variables representing the genotypes of the $j^{th}$ marker for all individuals ($x_{ij}=0,1,2$), $\beta_{j}$ is the size of the effect for marker $j$, $u$ is the vector of random polygenic effects of length $n$ ($Z$ is the associated design matrix) and where $u \sim N(0, \sigma_{u}^{2}A)$ and $e$ is the residual error also assumed to be normally distributed, $e \sim N(0, \sigma_{e}^{2}I)$.

The prior distributions used for this study are presented in Table 6.1. Three hierarchical priors distributions were used. The first, Bayes BLUP (Section 2.2.2, 4.2.4 and 5.2.4) sampled the SNP effects from a normal distribution and assumed that
all SNP had an equal variance. This approach results in all SNP having some effect. Similarly, the Bayes A framework produces effects for all SNP. However in contrast to Bayes BLUP, the SNP are assumed to have unequal variance and due to the choice of conjugate priors, the SNP are sampled from a t-distribution (Section 2.2.3). The final hierarchical framework, Bayes SSVS, introduced in Chapter 4, used Stochastic Search Variable Selection (SSVS) to enable only a distinct subset of SNP to be assumed in linkage disequilibrium QTL and thus non-zero. All prior distributions were implemented using the MCMC Gibbs Sampler.

<table>
<thead>
<tr>
<th>Method</th>
<th>Prior Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes BLUP</td>
<td>( \beta_i \sim N\left(0, \sigma_i^2\right) )</td>
</tr>
<tr>
<td></td>
<td>( \sigma^2 \sim \chi^{-2}(r, s) )</td>
</tr>
<tr>
<td>Bayes A</td>
<td>( \beta_i \mid \gamma_i, \sigma_i^2 \sim (1 - \gamma_i) N(0, \sigma_i^2 / 100) + \gamma_i N(0, \sigma_i^2) )</td>
</tr>
<tr>
<td></td>
<td>( \sigma_i^2 \sim \chi^{-2}(r, S) )</td>
</tr>
<tr>
<td></td>
<td>( \gamma_i \sim \text{bernoulli}(p_i) )</td>
</tr>
<tr>
<td></td>
<td>( 1 - p(\gamma_i = 0) = p(\gamma_i = 1) = p_i \quad (p_i = 0.05) )</td>
</tr>
<tr>
<td>Bayes SSVS</td>
<td>( \beta_i \mid \gamma_i, \sigma_i^2 \sim (1 - \gamma_i) N(0, \sigma_i^2 / 100) + \gamma_i N(0, \sigma_i^2) )</td>
</tr>
<tr>
<td></td>
<td>( \sigma_i^2 \sim \chi^{-2}(r, S) )</td>
</tr>
<tr>
<td></td>
<td>( \gamma_i \sim \text{bernoulli}(p_i) )</td>
</tr>
<tr>
<td></td>
<td>( 1 - p(\gamma_i = 0) = p(\gamma_i = 1) = p_i \quad (p_i = 0.05) )</td>
</tr>
</tbody>
</table>

### 6.2.3 Pre-selection of SNP

To examine the effect that using selected subsets of SNP had on the accuracy of prediction, a pre-selection step was carried out to select sets of SNP that were the most likely to be linked to QTL affecting the trait of interest. These subsets were chosen using single SNP analysis carried out in ASReml (Gilmour et al., 2006a). A maternal grandsire model was implemented as follows:

\[
y = \mu I_n + X\beta + Z_1 u_1 + Z_2 u_2 + e
\]

where \( y \) is the vector containing the phenotypic records for all individuals, \( X \) is a vector of indicator variables representing the genotypes of the \( i^{th} \) SNP marker for all individuals, \( \beta \) is the associated effect of the \( i^{th} \) SNP, \( u_1 \) is the random sire effect (\( Z_1 \)
associated design matrix) and is normally distributed, \( u_1 \sim N(0, \sigma^2_{u_1} I) \), \( u_2 \) is the random maternal grand sire effect (\( Z_2 \) associated design matrix) and is also normally distributed, \( u_2 \sim N(0, \sigma^2_{u_2} A) \). The model was fitted with and without weights, where the weights were defined as the number of effective records (which for bulls is equal to the number of effective daughters). The model was run for each trait individually fitting all SNP separately. The results of the single SNP analyses were examined and any SNP that was reported with a \( p \) value < 0.1 was selected as part of the reduced set of SNP for that trait. Thus three sets of SNP were created for each trait. The first containing all SNP, a second set containing SNP selected for the trait not using weights and the final set containing SNP selected for the trait using weights.

### 6.2.4 Breeding Values

The direct genetic values (DGV) for bulls in the validation data set were calculated as the sum of the effects of the SNP genotypes that it carried, the mean and the estimated polygenic effect; \( DGV_i = \mu + X_i \beta + u_i \). Genomic Estimated Breeding Values (GEBV) were also calculated. They were calculated by combing the DGV and the sire maternal-grandsire pathway (SP), namely, breeding value predictions based on the sire maternal-grandsire pathway calculated at the time of the birth of the bull calves. The GEBV were calculated as follows:

\[
GEBV = \frac{w_1 DGV + w_2 SP}{w_1 + w_2}
\]

where \( w_i = R_i^2 / \left( 1 - R_i^2 \right) \) for \( i = 1 \) for the DGV and \( i = 2 \) for the sire pathway (Moser et al., 2009). The reliability, \( R^2 \), of the DGV was calculated as the correlation squared between the DGV and the ABV. Similarly, reliability of the sire pathway was calculated as the correlation squared between the SP and the ABV. In practice, the reliabilities would be calculated from the inverse of the Genomic relationship matrix, but this approach provided a quick approximation using optimal weights.

The accuracy of prediction for both DGV and GEBV for the methods was evaluated using the Pearson correlation coefficient.
6.3 RESULTS

6.3.1 Accuracy of Prediction

The Pearson correlation coefficient between the estimated DGV/GEBV and the ABV are shown in Table 6.1 and Table 6.2 respectively. Across all nine traits, no one method produced the highest correlation coefficient or, consequently, the highest accuracy of selection. Regardless, there are clear trends between the different hierarchical prior assumptions. For instance, Bayes BLUP which assumed equal variance across all included SNP, produced DGV and GEBV for protein and ASI with higher accuracies of selection than the other approaches which assumed unequal variances for the SNP. In contrast, the opposite is true for fat percentage. The accuracies produced for APR, fertility and Overall Type, followed very similar patterns of accuracies with only Bayes BLUP, using the SNP selected without weights, producing significantly worse results.

In general, the GEBV produced the more accurate estimated breeding values when compared to the DGV, with the exception of some accuracies for fat and protein percentage. This is highlighted in Figure 6.1 which shows a comparison of the accuracies for Bayes SSVS. Also evident is that without the addition of the sire pathway to create the GEBV, the accuracy of the DGV for fertility is poor and may be a reflection of its low heritability. This was true for all prediction models.

<table>
<thead>
<tr>
<th>Method</th>
<th>Data¹</th>
<th>Milk</th>
<th>Protein</th>
<th>Fat</th>
<th>Fat %</th>
<th>Protein %</th>
<th>Overall Type</th>
<th>Fertility</th>
<th>APR</th>
<th>ASI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes BLUP</td>
<td>1</td>
<td>0.640</td>
<td>0.596</td>
<td>0.477</td>
<td>0.635</td>
<td>0.656</td>
<td>0.524</td>
<td>0.352</td>
<td>0.482</td>
<td>0.483</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.617</td>
<td>0.551</td>
<td>0.470</td>
<td>0.684</td>
<td>0.665</td>
<td>0.408</td>
<td>0.291</td>
<td>0.406</td>
<td>0.458</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.650</td>
<td>0.581</td>
<td>0.496</td>
<td>0.648</td>
<td>0.650</td>
<td>0.481</td>
<td>0.371</td>
<td>0.452</td>
<td>0.487</td>
</tr>
<tr>
<td>Bayes A</td>
<td>1</td>
<td>0.598</td>
<td>0.532</td>
<td>0.476</td>
<td>0.699</td>
<td>0.652</td>
<td>0.534</td>
<td>0.341</td>
<td>0.467</td>
<td>0.387</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.610</td>
<td>0.544</td>
<td>0.484</td>
<td>0.713</td>
<td>0.673</td>
<td>0.527</td>
<td>0.277</td>
<td>0.463</td>
<td>0.409</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.605</td>
<td>0.551</td>
<td>0.476</td>
<td>0.705</td>
<td>0.655</td>
<td>0.540</td>
<td>0.353</td>
<td>0.489</td>
<td>0.406</td>
</tr>
<tr>
<td>Bayes SSVS</td>
<td>1</td>
<td>0.616</td>
<td>0.551</td>
<td>0.505</td>
<td>0.730</td>
<td>0.675</td>
<td>0.525</td>
<td>0.338</td>
<td>0.488</td>
<td>0.431</td>
</tr>
<tr>
<td>SP</td>
<td></td>
<td>0.383</td>
<td>0.336</td>
<td>0.363</td>
<td>0.436</td>
<td>0.425</td>
<td>0.311</td>
<td>0.326</td>
<td>0.369</td>
<td>0.284</td>
</tr>
</tbody>
</table>

¹ Data set used for prediction– 1 = All SNP, 2 = SNP selected without weights and 3 = SNP selected with weights. In **bold** is the highest correlation across all models for each trait. SP = Sire Pathway EBV
Table 6.3 - Pearson correlation coefficient calculated between GEBV and ABV.

<table>
<thead>
<tr>
<th>Method</th>
<th>Data¹</th>
<th>Milk</th>
<th>Protein</th>
<th>Fat</th>
<th>Fat %</th>
<th>Protein %</th>
<th>Overall Type</th>
<th>Fertility</th>
<th>APR</th>
<th>ASI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes BLUP</td>
<td>1</td>
<td>0.648</td>
<td>0.613</td>
<td>0.528</td>
<td>0.630</td>
<td>0.660</td>
<td>0.576</td>
<td>0.538</td>
<td>0.534</td>
<td>0.521</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.659</td>
<td>0.610</td>
<td>0.543</td>
<td>0.643</td>
<td>0.661</td>
<td>0.556</td>
<td>0.504</td>
<td>0.516</td>
<td>0.525</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.646</td>
<td>0.596</td>
<td>0.527</td>
<td>0.689</td>
<td>0.678</td>
<td>0.506</td>
<td>0.444</td>
<td>0.491</td>
<td>0.504</td>
</tr>
<tr>
<td>Bayes A</td>
<td>1</td>
<td>0.631</td>
<td>0.572</td>
<td>0.538</td>
<td>0.700</td>
<td>0.645</td>
<td>0.579</td>
<td>0.539</td>
<td>0.513</td>
<td>0.444</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.635</td>
<td>0.583</td>
<td>0.538</td>
<td>0.704</td>
<td>0.648</td>
<td>0.585</td>
<td>0.536</td>
<td>0.531</td>
<td>0.456</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.639</td>
<td>0.579</td>
<td>0.543</td>
<td>0.712</td>
<td>0.667</td>
<td>0.578</td>
<td>0.529</td>
<td>0.519</td>
<td>0.461</td>
</tr>
<tr>
<td>Bayes SSVS</td>
<td>1</td>
<td>0.644</td>
<td>0.588</td>
<td>0.557</td>
<td>0.728</td>
<td>0.670</td>
<td>0.575</td>
<td>0.540</td>
<td>0.535</td>
<td>0.476</td>
</tr>
</tbody>
</table>

¹ Data set used for prediction - 1 = All SNP, 2 = SNP selected with weights and 3 = SNP selected without weights. In **bold** is the highest correlation across all models for each trait.

Figure 6.1 - Comparison of the reliabilities for DGV and GEBV for Bayes SSVS.

6.3.2 Pre-selection of SNP

The pre-selection step produced two subsets of SNP for each trait. The number of SNP selected for each trait using the single SNP model with and without weights is shown in Table 6.4. Immediately evident is that using weights (and thus the correct error term) increased the number of SNP selected using a 0.1 significance level. In fact, it can be seen that 2 to 5 times as many SNP were selected using the weighted analyses.
Table 6.4- Numbers of SNPs pre-selected using the single SNP model with and without weights.

<table>
<thead>
<tr>
<th>Trait</th>
<th>Unweighted</th>
<th>Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein kg</td>
<td>5545</td>
<td>14489</td>
</tr>
<tr>
<td>Fat kg</td>
<td>4546</td>
<td>19280</td>
</tr>
<tr>
<td>Milk (L)</td>
<td>5177</td>
<td>18690</td>
</tr>
<tr>
<td>Protein %</td>
<td>5747</td>
<td>20318</td>
</tr>
<tr>
<td>Fat %</td>
<td>4518</td>
<td>23919</td>
</tr>
<tr>
<td>ASI</td>
<td>5503</td>
<td>16719</td>
</tr>
<tr>
<td>APR</td>
<td>5007</td>
<td>11088</td>
</tr>
<tr>
<td>Overall Type</td>
<td>5214</td>
<td>15129</td>
</tr>
<tr>
<td>Daughter Fertility</td>
<td>4144</td>
<td>10346</td>
</tr>
</tbody>
</table>

The difference in the number of SNP has a significant impact on the performance of the approaches. The trend across the number of SNP was not uniform across Bayes A and Bayes BLUP as seen in Figures 6.2 and 6.3 and Table 6.5 which clearly illustrate two main facts. The first is that Bayes BLUP and Bayes A perform differently when the different sets of SNP are used. Generally, Bayes A performed the best with the two smaller subsets of SNP compared with Bayes BLUP which performed better with more SNP (the larger subset and all SNP). The exceptions to this fact were for fat percentage and protein percentage where for both Bayes A and Bayes BLUP, the results show that accuracies are highest with the smallest subset (Figures 6.2 and 6.3).

The second feature shown is that, other than for fertility, the addition of the sire pathway does not change the order of accuracies for the different SNP sets. However, for fertility, the ranking of accuracies for the different SNP sets change with the addition of the sire pathway. This could be a reflection of the non-normality of the trait and its low heritability.
Figure 6.2 - Performance of Bayes A for the three different sets of SNP for a) DGV and b) GEBV

Table 6.5 - Average Correlation Coefficient across all traits for Bayes A and Bayes BLUP using different number of SNP

<table>
<thead>
<tr>
<th>Number of SNP</th>
<th>Bayes BLUP</th>
<th>Bayes A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of SNP</td>
<td>$DGV^2$</td>
<td>$GEBV^2$</td>
</tr>
<tr>
<td>ALL - 39048</td>
<td>0.538</td>
<td>0.583</td>
</tr>
<tr>
<td>Selected(W) - 16664$^1$</td>
<td>0.535</td>
<td>0.580</td>
</tr>
<tr>
<td>Selected(UW) - 5045$^1$</td>
<td>0.506</td>
<td>0.564</td>
</tr>
</tbody>
</table>

$^1$ Average Selected number of SNP across all traits, $^2$ Average Correlation Coefficient across all traits, Selected (W) = SNP selected in single SNP model with weights, Selected (UW) = SNP selected in single SNP model without weights.
6.4 DISCUSSION

6.4.1 Accuracy of Prediction

Over all, the accuracies produced by the different models are generally comparable. But there are observable differences between accuracies across the traits produced by the same model and differences between the accuracies across the models for the same trait. These differences can be traced, in part, to the variation in genetic architectures of traits and the subsequent match between the models’ assumptions about the distribution of SNP effects and the trait’s genetic architecture that is the “true” distribution of QTL effect. The most obvious difference in accuracies is for fat percentage. This can be explained largely by the fat percentage’s genetic architecture has a single QTL with a much larger effect than any other traits. DGAT1 is reported
to have a significant effect and thus the two models (Bayes A and Bayes SSVS) that assume SNP have unequal variances produce higher accuracies for fat percentage. This follows the trend reported in other studies. Hayes et al (2009c) reported that results from New Zealand (Harris et al., 2008), the Netherlands and United States studies (VanRaden et al., 2009) also found that Bayesian Methods performed slightly better than BLUP for traits where there is a single QTL that explain a large proportion of the genetic variance. This trend is also evident here in both DGV and GEBV for fat percentage and protein percent.

This trend of Bayesian methods to out-perform BLUP for traits with QTL explaining a large proportion of the genetic variance also occurs in breeds other than Holsteins. Gredler (2009) found a similar trend in Fleckvieh bulls when they tested Bayes A, Bayes B, linear (BLUP) (VanRaden, 2008), the LASSO and PLS for use for genomic prediction. They too found the same trend of Bayes B significantly out-performing the other method for fat percentage with a general equality of performance across the other methods.

Also apparent from the results (Table 6.2 and Table 6.3) is that BLUP actually performs slightly better than the Bayesian approaches for some traits such as Protein kg and ASI. This again may be linked to the genetic architecture of the traits where a very large number of QTL explain small amounts of variation. This feature means that the “true” distribution of QTL effects more closely matches with the assumptions made about the SNP effects distribution by Bayes BLUP than Bayes A and Bayes SSVS. Alternatively for lower heritable traits, this could be a reflection of the fact that BLUP may better capture relationships in the SNP effects than the other methods.

However, the performance of BLUP is heavily dependent on the extent of the LD. When the LD decays quickly over distance, BLUP would be unable to spread the large effects of a QTL across the one or few SNP in LD with it and thus would be inaccurate and unviable for genomic prediction. Bayes BLUP would be expected to produce worse results in situations such as multi-breed data sets. For example, within breed results have indicated that genomic selection can be successfully carried out with 50,000 SNP (assuming an $r^2 \geq 0.20$ between adjacent markers within breed). However across breeds (e.g. Jersey, Holstein-Friesian and Angus cattle) to have the
same LD ($r^2 \geq 0.20$), approximately 300,000 markers are needed to obtain consistent marker effects across these breeds (de Roos et al., 2008). This need to be able to spread the effect of the QTL across multiple SNP also explains why BLUP can not produce as high accuracies for fat percentage. The large effect and variance related to DGAT1 simply does not have enough SNP in LD with it to be able to capture the entire effect and variance caused by the QTL.

For other traits such as overall type and APR, similar accuracies are produced independent of the model that is used. This indicates that there is most likely some moderate QTL and well as a large number of minor QTL. This genetic architecture allows both a BLUP approach assuming equal variances across SNP and Bayes A and Bayes SSVS approaches assuming unequal variances for the SNP to produce comparable DGV and GEBV.

Fertility was a difficult trait to predict with the ranking of models based on the accuracies changing between the DGV sets and GEBV sets. This is most likely due to the non-normality of the trait and its low heritability; consequently it was difficult to establish a stable prediction equation. Additional animals within the reference population should improve the ability to produce more accurate DGV and GEBV for traits with low heritability such as fertility.

The apparent equality of models when accounting for all traits and the robustness and ease of BLUP implementation (using a genomic relationship matrix and the traditional mixed model equations) has lead to many countries adopting a linear BLUP approach (Berry and Kearney, 2009, Reinhardt et al., 2009, Schenkel et al., 2009, VanRaden et al., 2009). In contrast, the Netherlands (de Roos et al., 2009) and the Nordic countries (Lund and Su, 2009) have implemented versions of Bayes SSVS.

The accuracies of selection (Pearson correlation coefficient) of the GEBV found in this study for the Bayesian methods using all SNP, five other approaches applied to the same data as presented here (GEBV calculated using the same approach) and the models used and results reported in other real data studies are presented in Table 6.6. This comparison of results across studies is made difficult by the disparity in the numbers of animals in the reference populations and the numbers of traits analysed.
Nevertheless it is obvious from Table 6.6, that the studies with the largest reference population generally produced higher accuracies. This outcome is expected due to the increase in information about the effects of SNP alleles provided by more phenotypic records (Hayes et al., 2009c, Usai et al., 2009, VanRaden et al., 2009). The relationship between the number of records and accuracy is determined by the number of QTL and the heritability of the trait; this has been reported elsewhere such as in Daetwyler et al. (2008) and Goddard (2008). This relationship is explored in Chapter 8 and modified for use to predict accuracies that are determined between phenotype and DGV/GEBV.

Also affecting the accuracy of the DGV and GEBV is the relationship between the reference population and the validation (or selection) population. In the dataset presented in this chapter the animals in the validation and reference sets are related. This is ideal as it has been demonstrated that the prediction equation produces the most accurate DGV when the animals in the reference population are related to the selection candidates (Habier et al., 2007, Habier et al., 2010b). Additionally, if the prediction equation is to be used across genetically different populations, then animals from each distinct population need be present in the reference population. Muir (2007) showed that the reference populations should contain animals from multiple generation in order to create a prediction equation persists for longer across generations.

Across all the Bayesian approaches and the other additional approaches applied to the data (Table 6.6), there are little differences between the approaches. The Bayes SSVS results found in this study and those reported by de Roos et al. (2009) differ. However these can again be explained by the difference in reference population size. Schenkel et al., (2009) and Berry and Kearney (2009), using comparable size reference populations to this study, report very similar accuracies. Schenkel et al., (2009) have a slightly lower average accuracy of prediction possibly caused by the larger number of traits analysed including more traits with lower heritability.
### Table 6.6 - Accuracy of Selection for GEBV

<table>
<thead>
<tr>
<th>Reference</th>
<th>Dataset (reference pop size, no. of SNP, no. of traits)</th>
<th>Method</th>
<th>Range</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>This study</td>
<td>1098, 39048, 9</td>
<td>Bayes BLUP - All SNPs</td>
<td>0.52-0.66</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayes A - All SNPs</td>
<td>0.44-0.70</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayes SSVS</td>
<td>0.48-0.73</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bayes A Haplotypes¹</td>
<td>0.49-0.70</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GBLUP¹</td>
<td>0.52-0.66</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LASSO¹</td>
<td>0.46-0.74</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PLS – All SNPs¹</td>
<td>0.53-0.67</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVR – All SNPs¹</td>
<td>0.53-0.67</td>
<td>0.59</td>
</tr>
<tr>
<td>De Roos et al. (2009)</td>
<td>3600, 48000, 12</td>
<td>Version of Bayes SSVS²</td>
<td>0.52-0.83</td>
<td>0.71</td>
</tr>
<tr>
<td>VanRaden et al (2009)</td>
<td>5335, 38416, 27</td>
<td>Linear (BLUP)³</td>
<td>0.57-0.80</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-linear</td>
<td>0.59-0.88</td>
<td>0.71</td>
</tr>
<tr>
<td>Schenkel et al., (2009)</td>
<td>1179, 38416, 34</td>
<td>Linear (BLUP)³</td>
<td>0.35-0.73</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>4127, 38416, 34</td>
<td>Linear (BLUP)³</td>
<td>0.36-0.77</td>
<td>0.59</td>
</tr>
<tr>
<td>Berry and Kearney (2009)</td>
<td>945, 42598, 20</td>
<td>Linear (BLUP)³</td>
<td>0.56-0.71</td>
<td>0.66</td>
</tr>
<tr>
<td>Reinhardt et al. (2009)</td>
<td>3684,45181,26</td>
<td>Linear (BLUP)³</td>
<td>0.57-0.85</td>
<td>0.72</td>
</tr>
</tbody>
</table>

¹ Methods run on the same data- Bayes A Haplotypes – Bayes A as described but run using haplotypes, GBLUP as described in Hayes et al.(2009a), LASSO as described in Usai et al (2009), PLS and SVR as described in Moser et al (2009b).


³ Methods described in VanRaden (2008)

The difference in the heritability of the traits analysed will also have affected the accuracies. This is due to the relationship previously mentioned between the accuracy of prediction, the number of SNP, the numbers of phenotypic records and the heritability. The higher the heritability, the less phenotypic records are needed to achieve a high accuracy of prediction. Again, this relationship is further discussed and elaborated using Energy Balance as an example in Chapter 8.

Another difference between the results could be caused by the method to construct the GEBV. Currently, most countries that have or will implement genomic selection do not select on DGV alone but combine the DGV with traditional breeding and
selection information in the form of national EBV, Parent Average (PA) or predictions based on additional pedigree information i.e. sire and maternal pathways (Berry and Kearney, 2009, de Roos et al., 2009, Harris and Montgomerie, 2009, Reinhardt et al., 2009, Schenkel et al., 2009, VanRaden et al., 2009). This addition is reported to add vital parental information that is not fully contained in the DGV despite the inclusion of the polygenic effect. This information is not contained in the DGV due to the small subset of the data used in the prediction analysis. This inclusion also increases the accuracy of prediction and selection of the breeding values. For instance, this is clearly shown in Figure 6.1 using the results of Bayes SSVS as the example. Interestingly, as shown in the previous sections (6.3.2 and 6.4.2), for some models and traits, this additional information does change the ranking of the models and changes which model produces the best results. This can be explained by the proportion of genetic variance accounted for by the SNP effects for the different traits. Thus the amount of extra accuracy the EBV or PA will add to the GEBV will be trait dependent and should be able to be predicted.

Some studies use selection index theory to construct the final GEBV while others use a BLUP approach introduced by Ducrocq and Lui, (2009) (for example Reinhardt et al. (2009)). The approach used in this study incorporated predictions based on the sire maternal grandsire pathway and is weighted by the respective reliabilities. The sire maternal grandsire pathway is referred to by de Roos et al. (2009) as the sire pedigree index. de Roos et al. (2009) also include the other components that make up the national EBV, including the maternal pedigree index and the Mendelian sampling effects, to evaluate GEBV. A selection index that is more widely used to compute GEBV, combines traditional PA/EBV calculated using the traditional additive relationship matrix, a subset of PA/EBV calculated using only the subset of genotyped ancestors and the DGV (Berry and Kearney, 2009, Schenkel et al., 2009, VanRaden et al., 2009); the weights for the selection index are again calculated using the respective reliabilities. This difference in calculation may have an effect on the overall accuracies reported. For example, Reinhardt et al. (2009) report higher accuracies of prediction than those reported by VanRaden et al. (2009) for the same linear (BLUP) approach. This is despite the study reported by VanRaden et al. (2009) having 1651 more animals in their reference population while comparing an equivalent number of traits. This discrepancy could be caused by the method used to

### 6.4.2 Pre-selection of SNP

The effect of the pre-selection of SNP was not considerable but the differences observed were dependent on both the model and trait with which the selected subsets were used. This is clearly shown in Figures 6.2 and 6.3 (Section 6.3.2) and in Table 6.4. For Bayes BLUP, the general relationship between the number of SNP and the accuracy of selection was positive; generally the highest correlations were found when all SNP were included in the model. The opposite was true for Bayes A where the two subsets of SNP performed better on average than when all the SNP were included. The explanation for this is that decreasing the number of SNP used has two opposing effects. Firstly, it reduces the amount of information available which tends to decrease the accuracy of DGVs; this explains why, for most traits, BLUP produces the highest accuracies with all SNP. However the reduction in the number of SNP used, may for traits with a large QTL (such as fat percentage), increase the size of the effect estimated for SNP who are in LD with the QTL whose effect is therefore larger than that of most SNP. Thus for fat and protein percentage, both Bayes A and Bayes BLUP have highest accuracies when the smallest pre-selected subset are used (Figures 6.2 and 6.3). This feature, as previously stated, can be linked to the architecture of both traits, namely, a single QTL of large effect. Even in the BLUP analysis where equal variance is assumed, decreasing the number of SNPs increases the variance ascribed to the remaining SNPs and so allows their estimated effect to be greater. The effect of using pre-selected SNPs with Bayes A for fat percentage may make the analysis more like Bayes SSVS which produced the highest accuracy.

While these results indicate that the pre-selection of a subset of SNP neither significantly benefits nor is detrimental to the accuracies of prediction produced. The method of pre-selection and the make-up of the final subset will obviously influence the results. Macciotta et al.(2009) and Gonzalez-Recio et al. (2008) both present genomic selection approaches using subsets of SNP. Macciotta et al.(2009) used an equivalent approach to this study whilst Gonzalez-Recio et al. (2008) used the
machine learning procedure presented by Long et al. (2007). Neither compared the effect of the use of the subsets of SNP, versus the inclusion of all SNP, on the accuracy of prediction. Habier et al. (2009), using simulated data, examined the effect of both subsets of selected SNP and of SNP evenly spaced across the genome. They employed both a Bayesian approach (Bayes B, Section 2.2.4) and forward stepwise least squares regression (Section 2.2.1) to select the SNP. All subsets of SNP produced accuracies lower than when all SNP were used. The subset of SNP selected using Bayes B producing the lowest reduction in accuracy. Habier et al. (2009) also reported reduced accuracies when using less dense, evenly spaced, SNP. These results however are dependent on the simulated data and may not be a reflection of these approaches performance in real data.

In real data, VanRaden et al. (2009) reported that the lower SNP densities produced reduced accuracies and reliabilities. As Hayes et al. (2009c) report, the SNP must be in sufficient LD with the QTL to be able to predict the effects of all QTL. Thus a reduction in the set of SNP will also diminish the extent of LD and consequently decrease the ability of any model to predict all the QTL effects. Thus if a reduced-subset of SNP is to be used, this set of SNP should be selected based on an analysis that seeks to identify the SNP most likely to be in LD with the QTL effecting the trait.

The selection of SNP in this study did not significantly increase accuracy of prediction, but it did increase the time and computation demands. The single SNP analysis was time consuming and consequently is not recommended as it provided no convincing additional benefits. It would be of interest to see how many SNP, the set SNP and what accuracies would be produced when the SNP were selected using different models such as a Bayesian model or a machine learning procedure.

With the increase in numbers of SNP available (the next SNP chip is reported to have 850,000 SNP), the ability to pre-select the important features (SNP) related to a trait may again become an important issue as approaches and procedures seek to deal with the dramatic increase in the number of SNP. Thus it could potentially once the SNP are selected significantly reduce the time and computational demands. Additionally, using reduced number of pre-selected SNP would also provide significant economical
savings by requiring selection candidates to be genotyped for only the smaller number of SNP.

6.5 CONCLUSION

The accuracies of prediction produced by all models were relatively equal with the exception of fat percentage due to the influence of DGAT1. These results agree with the results previously published (Berry and Kearney, 2009, de Roos et al., 2009, Gredler et al., 2009, Harris et al., 2008, Lund and Su, 2009, Reinhardt et al., 2009, Schenkel et al., 2009, VanRaden et al., 2009). The study shows that the Bayesian methods provide a valid approach to genomic selection however the uniformity of results means that less computationally demanding approaches are attractive. Consequently the robustness and ease of application of the genomic BLUP approach has lead to many countries adopting this approach for their genomic prediction model. The selection of subset of SNP showed neither a major increase nor decrease in accuracy, but did show different trends across models most likely as a response to the distribution of QTL effects assumed. The use of subsets and models for selection may become important as the number of SNP increases. The comparison of this study with the results of other studies reinforced the known fact that the number of animals in the reference population is a key parameter determining the accuracy of DGV. Also raised for consideration is the methodology to construct the GEBV and the affect this has on the accuracy of prediction.
CHAPTER 7
Significance testing for whole genome multi-locus models using permutation tests

7.1. INTRODUCTION

Most quantitative traits are complex traits with numerous genetic factors contributing to the genetic variation. Identifying these factors could be beneficial for biomarker identification, marker assisted selection and identification of possible drug targets. In addition to the significant focus on genomic prediction and selection in livestock, the availability of dense SNP panels has also led to an increase in genome-wide association studies aiming to identify QTL (Goddard and Hayes, 2009, Hardy and Singleton, 2009, McCarthy et al., 2008). Furthermore having increased information on a trait’s genetic architecture could result in more accurate genomic prediction and selection models.

Considerable efforts have been made over the years to identify QTL (quantitative trait loci) across a range of species. Traditionally, models have included one QTL or examined one marker interval at a time (Jansen, 1993, Knott and Haley, 1992, Lander and Botstein, 1989, Luo and Kearsey, 1989, Martinez and Curnow, 1992, 1976, Weller, 1986, Zeng, 1993, 1994). However, the individual estimation of each marker or interval effect from different models can cause biased results. Results may become biased through the fitting of a single QTL in a model that may be affected by the presence of other QTL not in the model, resulting in false positives (a significant QTL is found where there is in fact not a QTL), false negatives (no QTL is found where there is actually a QTL) and reporting incorrect levels of significance and size (e.g. the Beavis effect (Beavis, 1994)).

These include both frequentist and Bayesian modelling approaches. A selection of these models (e.g. Storey et al. (2005)) do not fit all the SNP in a single model, but perform sequential tests of markers (or sets of markers) to determine the significant set of markers and then fit a final model containing the selected set of markers. In contrast, Bayesian inference models are able to fit all possible markers into a single model (Narita and Sasaki, 2004, Satagopan et al., 1996, Sen and Churchill, 2001, Shriner, 2009, Stephens, 1998, Wang et al., 2005, Xu, 2003, Yi and Xu, 2008, Yi, 2004, Yi et al., 2003, Yi et al., 2007, Yi et al., 2005, Zhang et al., 2005). These models provide two distinct advantages over single SNP analysis or a sequential scheme to select SNPs. The first is that fitting all SNP simultaneously in a single model will result in more precise locations of the QTL: a multi-locus model will identify only the SNP or set of SNPs in LD with the QTL which best explain the effect, rather than all SNPs which are in LD with the QTL. This is an advantage particularly in livestock, where low level LD can extend for more than 1 Mbp (The Bovine HapMap Consortium (2009)). The second is that the residual variance is reduced in a single analysis which will result in more power to identify QTL.

Despite the advantages of using Bayesian multi-locus models, it is still computationally demanding with the ever increasing number of markers (p) to explore the entire sampling space of all possible models ($2^p$) that contains all possible combinations and numbers of markers. In humans, the current SNP chip has over 900,000 SNP and the next bovine SNP chip is anticipated to have over 850,000 SNP. An inability to fully explore the total sample space and test all possible alternative hypotheses leads to its own problem of biased results.

To be able to deal with this abundance of markers juxtaposed with the smaller number of observations, Bayesian multi-locus models utilize model selection procedures or shrinkage estimation. Shrinkage estimation models include all candidate markers but their estimated effects are forced to shrink toward zero with the larger effects being shrunk the least (Meuwissen and Goddard, 2001, Wang et al., 2005, Xu, 2003). Thresholds can then be used to determine which SNP should be included in the final model. Model selection approaches seek to identify the significant parameters (Swartz et al., 2006, Yandell et al., 2007, Yi, 2004, Yi et al., 2007). One model selection approach, Bayesian Stochastic Search Variable Selection (SSVS), introduced by
George and McCulloch (1993, 1997) was discussed in Chapter 4. This model selection approach fits a hierarchical latent variable model that allows the selection of the most promising models for further investigation. Yi et al. (2003) first propose SSVS for use in QTL mapping and their approach has been widely applied and is available in the R package qtlbim (Yandell et al., 2007, Yi and Shriner, 2008, Yi, 2004, Yi et al., 2007, Yi and Xu, 2000, 2002, Yi et al., 2005).

As with single locus models the question of how to declare QTL significant is still an important issue when using multi-locus models. Different approaches for establishing significance have been suggested and used in multi-locus methods. These include using the false discovery rate (FDR) and variants of FDR (Conlon et al., 2006, Storey, 2003, Zou and Zeng, 2009) and Bayes Factors (Kass and Raftery, 1995, Shriner, 2009, Yi and Shriner, 2008). Storey (2003) show that positive FDR can be written as a Bayesian posterior probability under specific assumptions while Genovese and Wasserman (2002) developed a Bayesian version of FDR which has been used to declare significance (Conlon et al., 2006, Do et al., 2005, Heuven and Janss, 2010).

Another alternative to establish significance thresholds is permutation testing. This has been widely employed for identifying QTL using single locus models. Permutation testing was first suggested by Fisher (1935) and was introduced to QTL mapping by Churchill and Doerge (1994). Permutation tests work by breaking any association between two variables by permuting (shuffling) the data. This enables the establishment of a distribution of test statistics in the absence of any association. This distribution can then be used to declare if there are any real associations between the two variables. The null hypothesis for permutation testing for the multi-locus model is H_0: that no SNP is linked to a QTL. The possible alternative hypotheses are 2^p-1 in number (for p SNPs) where there is a hypothesis reflecting each possible combination of SNPs being found to be linked to each QTL. The number of the alternative hypotheses actually tested is equal to the extent of the model space explored. Thus an approach such as SSVS that explores the most likely models will test the most appropriate alternative hypotheses. Due to the assumption that with such large numbers of genome-wide SNPs, each QTL will be in LD with at least one SNP, further possible alternative hypotheses that a QTL is present but is not linked to any SNP is ignored in this study.
Nonetheless, permutation testing has been rarely used with Bayesian multi-locus models. Xu (2003) used 10 permuted data sets to examine the null distribution (that is that there is no association between genotype and phenotype). Churchill and Doerge (1994) report that when using single marker models, for a reliable p-value of 0.05, at least 1000 permutations are needed while 10000 permutations are suggested as sufficient for a reliable p-value of 0.01; for more extreme p-values, even more permutations are needed. Consequently, the 50 permutation tests used by Bauer et al. (2009) appear drastically too few in number to be able to reliably to declare significance even at a 0.05 significance level.

Permutation testing is generally a simple approach as there is only one independent variable and thus all individuals are exchangeable under the null hypothesis. This means that under the null hypothesis of no QTL effecting the trait, the observations must be able to be exchanged i.e. any order of the observations is equally likely. Permutation tests unlike other parametric tests require only this mild condition of exchangeability to be satisfied. A problem arises however if there is a second independent variable. A good example is livestock populations where phenotype, marker and structured pedigree are available. With such structured pedigrees, individuals may not be equally exchangeable. For example, within a set of individuals, some may have the same sire and consequently their genotype is not equally likely amongst all individuals but more likely amongst those with the same sire due to the shared inheritance of one allele from the common sire. Thus the condition of exchangeability may not be satisfied. Consequently, the question is what effect this pedigree-genotype relationship, or ignoring it, has on the declaration of significance.

In the study reported here, a thorough exploration of permutation testing for Bayesian multi-locus models was performed. The issue of exchangeability with a second variable (a pedigree) is examined and different procedures for accounting for this are explored. A further extension of the permutation testing using multi-locus models is demonstrated using the idea of permutation within genotypes classes presented by Doerge and Churchill (1996) based on work of Lehmann (1986). The results are evaluated and compared to previously proposed measures of significance, namely, Bayes Factors and posterior expected False Discovery Rate (PeFDR). In addition, the
number of permutation tests needed is again explored in the context of multi-locus models. A Bayesian hierarchical latent variable multi-locus model is employed similar to that introduced in Chapter 4. The use of a Bayesian SSVS model for QTL mapping was first suggested by Yi et al. (2003) and this model is based on the work Meuwissen and Goddard (2004). The approach is demonstrated through two simulation studies and a real data example.

7.2. METHODS

7.2.1 Model

A Bayesian multi-locus hierarchical latent variable model using SSVS very similar to the model described in Chapter 4 was used to perform the genome-wide association studies. The model used here expands upon the work of Meuwissen and Goddard (2004). This approach, as in Chapter 4, uses the latent variables to indicate whether a SNP has a significant effect (i.e. is linked to a QTL) and is included in the model. The model can be expressed as follows:

\[ y = I_n \mu + \sum_{j=1}^{m} (X_j(q_j \nu_j)) + Zu + e \]

where \( y \) is the vector of phenotypes of the trait being analysed for all \( n \) individuals, \( I_n \) is a vector of ones of length \( n \), \( \mu \) is the mean, \( m \) is the number of SNP markers, \( X_j \) is the \((n \times k)\) design matrix containing the information on the possible \( k \) alleles at the \( j^{th} \) marker for all individuals (where \( x_{jk}=0,1,2 \) having no, one or two copies of the \( k^{th} \) allele respectively), \( q_j \) is the vector \((k \times 1)\) containing the effects of all \( k \) possible alleles at locus \( j \) where \( q_{jk} \) are drawn from a standard normal distribution \( N(0,1) \), \( \nu_j \) is the standard deviation of the allelic effects at locus \( j \) and is dependent on whether the locus effect is considered significant or not using the latent variable e.g. \( \nu_j \) is sampled: \( p(\nu_j | I_j) \sim N(0, I_j + (1 - I_j)/100) \) where \( I_j = 1 \) if the SNP has a significant effect and conversely \( I_j = 0 \) if the SNP has a very small effect, where the prior distribution is \( I_j \sim \text{bernoulli}(p_i) \) (where \( p_i = 0.05 \) for all examples), \( u \) is the vector of random additive polygenic effects of length \( n \) (\( Z \) is the associated design...
matrix) and is assumed to be normally distributed, \( u \sim N(0, \sigma_u^2A) \) where \( A \) is the pedigree-derived additive genetic relationship matrix and \( e \) is the residual error also assumed to be normally distributed, \( e \sim N(0, \sigma^2) \) where \( I \) is the \( n \times n \) identity matrix. The allele substitution effect of a locus \( j \) can be calculated from the estimated effects as: 
\[
\alpha_j = (q_{j1} - q_{j2}) \nu_j
\]
where \( q_{j1} \) (\( q_{j2} \)) is the effect of allele 1(2) at locus \( j \). For the full specification of the priors used and an alternative formulation of the model see Calus et al. (2008) and Meuwissen and Goddard (2004).

The models were run for 10,000 iterations with 2000 iterations used as burn in for the simulation study and 20,000 iterations with 5000 iterations used as burn in for the real data example. No thinning was performed. This appeared sufficient for convergence and was tested using the formal diagnostic methods provided in the package R, coda (Plummer et al., 2007 -a).

Due to the Bayesian nature of the model used to analyse the data, the “test statistic” used in this study and the presented examples are the posterior probabilities of the SNPs. The model explicitly produces a posterior probability for each SNP through the inclusion of the latent variable (by calculating the number of times the SNP had a latent variable \( I_j = 1 \) over all iterations excluding the burn in period). The prior probability of \( I_j = 1 \) can be set (as presented) or estimated. Once set or estimated with the observed data, this value must be kept the same for all permuted data sets. The posterior probability can not be used directly confidently unless the value is extremely close to one. The posterior probabilities are dependent on both the data and the prior distribution and thus can be heavily affected by the choice of prior and prior parameters.

7.2.2. Permutation

Permutation tests permute the data to effectively destroy any association between the two variables to test if there is association e.g. genotype and phenotype. The unpermuted data is first analysed and test statistics for every marker are produced; the data is then permuted \( N \) times and analysed to create the null distribution. The null
hypothesis is that no SNP is linked to a QTL, thus the null distribution is a
distribution of test statistics created in the absence of any real association, in this case
caused by permuting the data. If there is a QTL linked to a marker then breaking the
relationship between the marker and phenotype will change the distribution of the test
statistic; conversely, if there is no association, the distribution of the test statistic will
not change. A comparison of the original test statistic and the distribution of test
statistics created by the permuted data will allow the assignment of significance.

Normally when permuting the data, the phenotype data is shuffled as described in
Fisher (1935). The individuals are indexed from 1,…,n and then the trait values are
randomly permuted. The \(i^{th}\) trait value after the permutation is then assigned to the \(i^{th}\)
individual. This is generally the simplest approach, as the data includes only a
genotype – phenotype relationship. However, in animal breeding, the population is
highly structured and consequently there is often a pedigree with relationship to the
genotype and phenotypes. One option to assist in removing the effect of population
structure when estimating QTL effects is to include a polygenic effect (Kennedy et
al., 1992). The inclusion of a polygenic effect may also be useful in human studies
where populations are genetically isolated or for some structured ethnic subgroups
(Aulchenko et al., 2007). The polygenic effect is fitted to avoid the possibility that
SNP effects found as significant are not linked to a QTL but caused by the population
structure of the data (derived from the pedigree).

Consequently, when this triangular relationship exists there are three scenarios when
permuting data. They are:

1. Permute the phenotypes breaking the phenotype-pedigree relationship, but
   retaining the genotype-pedigree relationship.
2. Permute the genotype/s breaking the genotype-pedigree relationship, but retaining
   the phenotype-pedigree relationship.
3. Permute the genotype within pedigree structures (e.g. sire families).

The first scenario for QTL mapping does not allow the estimation of a polygenic
effect and QTL may be indicated that are actually artefacts caused by the population
structure. The second scenario is plausible and the most simple approach when
dealing with individuals with a structured pedigree but can be seen to violate the
exchangeability condition for highly structured data. For example, if one sire has a AA genotype then all his progeny must get at least one A allele and a second sire has a BB genotype the all his progeny must get at least one B allele. All offspring are not equally exchangeable as any order is not equally likely.

The second scenario is explored in the first simulation study. Under this approach, the individuals are indexed from 1,...,n. The complete genotypes are then randomly permuted. The $i^{th}$ genotype after the permutation is then assigned to the $i^{th}$ individual. There is no modification of the genotypes themselves and all linkage between the markers is maintained. The shuffled data is analysed using the identical model to the original unshuffled data. The resulting test statistics are stored and the process is repeated N times.

The third scenario is the most correct approach as it does not violate the condition of exchangeability. To permute the data, individuals are separated into sire groups and then permuted within these groups. The genotypes of the individuals within each genotype strata are indexed from 1,....,$m_k$ where $m_k$ is the number of individuals in the current group k. The complete genotypes are then randomly permuted within each stratum. The $i^{th}$ genotype after the permutation in each stratum is then assigned to the $i^{th}$ individual within each stratum. The permuted data is then analysed. The resulting test statistics are retained and the process is repeated N times. Doerge and Churchill (1996) suggest that if there is a known major QTL, in order to establish other moderate or minor QTL, individuals can be stratified based on their genotypes (AA, AB or BB) of the conditioning marker or markers associated with the major QTL. The approach taken is therefore identical to permuting inside sire groups except that the strata are the genotype classes of the conditioning marker. This means that there will always be three strata in contrast to a variable number of strata dependent on the number of sires present in the data.

7.2.3. Thresholds

Three different thresholds can be calculated to establish significance. They are the genome-wide threshold (experimentwise), the chromosome-wide thresholds and the SNP-specific (comparisonwise or pointwise) thresholds. The experimentwise and
comparisonwise thresholds are described in Churchill and Doerge (1994). The term experimentwise threshold is herein replaced with genome-wide threshold. The comparisonwise or pointwise threshold is herein called the SNP-specific threshold. The SNP-specific threshold describes the critical value used only for determining the significance of an individual SNP. The threshold is calculated from the N test statistics for the SNPs after the N permutations. The SNP specific p-value for each SNP is calculated as the probability of obtaining a test statistic that is greater than or identical to the original test statistic. The previously identified problem with this threshold is that while it provides the greatest power to detect QTL, the type I error rate can become uncontrolled through testing all SNPs where the test statistics are dependent. This is due to the type I error (false positives) rate applying only to the single SNP under consideration. More problematic and critical in a multi-locus model is that the test statistics themselves are dependent and SNP in high linkage disequilibrium may share or exchange random associations, affecting the final null distribution of test statistics created from the permutation testing. Therefore, when testing many loci and declaring significance using the SNP specific threshold, there is a high chance of false positives due to uncontrolled type I error and the use of an incorrect null distributions that was used to establish significance. Consequently, this threshold is unviable for use.

The chromosome-wide and genome-wide thresholds are both calculated by taking the maximum test statistic after each permutation, either for each chromosome or the entire genome. The distribution of those maximum values after the N permutations is then used to calculate the threshold. The genome-wide threshold is calculated from the distribution of maximum test statistics across all SNPs from each permutation. Similarly the chromosome-wide threshold is calculated by taking the maximum test statistics for each chromosome for each permutation to enable the calculation of a threshold for each chromosome. For 1000 permutations, the thresholds with a significance level of 0.05 are set as the value of the 950th test statistic when all the N test statistics are ordered in increasing size.
7.2.4. Bayes Factors and False Discovery Rate

Bayes Factors are the dominant method of Bayesian model testing. They are the Bayesian analogues of likelihood ratio tests. By taking prior probabilities into consideration, Bayes Factors can be used to compare models with and without particular markers (Kass and Raftery, 1995). To calculate a Bayes Factor, $B_{12}$, let $y$ be the data, $H_1$ and $H_2$ be the two possible hypothesis that are being tested (such that $H_1$: the marker is linked to a QTL $v$ $H_2$: the marker is not linked to a QTL). Thus $Pr(H_1)$ is the prior probability of the first hypothesis, $H_1$ and $Pr(H_2)$ be the prior probability of the alternative hypothesis, $H_2$. Similarly, $Pr(H_1 \mid y)$ is the posterior probability of $H_1$ and $Pr(H_2 \mid y)$, the posterior probability of the alternative $H_2$.

Using Bayes theorem, a Bayes Factor comparing hypotheses $H_1$ and $H_2$, for a single SNP, is defined as:

$$
B_{12} = \frac{Pr(H_1 \mid y)}{Pr(H_2 \mid y)} \div \frac{Pr(H_1)}{Pr(H_2)}
$$

This can be seen as the ratio of the posterior odds to the prior odds. Consequently, it can be expressed as:

$$
B_{12} = \frac{Pr(H_1 \mid y)}{1 - Pr(H_1 \mid y)} \div \frac{Pr(H_1)}{1 - Pr(H_1)}
$$

In order to have comparable thresholds, the posterior probability $Pr(H_1 \mid y)$ relating to a Bayes Factor of 3.2 was used as the significance threshold. The value of 3.2 is the lowest value of the Bayes Factor that indicates substantial evidence in favour of the first hypothesis (Kass and Raftery, 1995). For example, if the prior probability of a SNP being linked to a QTL is 0.05, the threshold is derived by setting $B_{12} = 3.2$ and $Pr(H_1) = 0.05$ so that:

$$
B_{12} = 3.2 = \frac{Pr(H_1 \mid y)}{1 - Pr(H_1 \mid y)} \div \frac{0.05}{0.95}
$$

Thus $Pr(H_1 \mid y)$ can be calculated by rearranging to:

$$
Pr(H_1 \mid y) = 3.2 \times \frac{0.05}{0.95} \div \left(1 + 3.2 \times \frac{0.05}{0.95}\right)
$$
It is also evident from the calculation of such a threshold that the threshold is in fact only based on the prior probabilities and the set Bayes Factor and thus is not dependent on the data.

The false discovery rate (the posterior predicted FDR- $PeFDR$) in a Bayesian context can be expressed as (Conlon et al., 2006, Do et al., 2005, Genovese and Wasserman, 2002):

$$PeFDR = E(FDR|y) = \frac{\sum_{m}[(1 - Pr(H_{im}|y))\delta_{m}]}{\sum_{m}\delta_{m}} \quad [9]$$

where $m$ is the number of markers, $Pr(H_{im}|y)$ is the posterior probability of marker $m$ being linked to a QTL ($H_{1}$ : that marker $m$ is linked to a QTL) and $\delta_{m}$ represents the decision ($\delta_{m} = 0$), whether, based on the data (and posterior probability), marker $m$ is linked to a QTL. Thus if it is decided marker $m$ is linked to a QTL, $\delta_{m} = 1$, then the $Pr(H_{im}|y)$ of marker $m$ is included in the summation in [9]. For a single marker the $PeFDR$ is simply the posterior probability that $H_{2}$ is correct, as follows:

$$PeFDR = 1 - Pr(H_{1}|y) = Pr(H_{2}|y)$$

Thus the $PeFDR$ can be used to produce a false discovery rate for each individual locus and for a group of loci thought to be linked to a QTL.

### 7.2.5. Simulation Study

Two data sets were simulated to demonstrate that the proposed method can be used to identify minor/moderate QTL. In both data sets, an effective population size of 100 animals was simulated for 100 generations. Each animal had a single chromosome of 1 Morgan, generated to have 1000 evenly located markers. Each consecutive generation was formed by generating 100 offspring (50 females and 50 males), their parents selected at random from the previous generation. Generation 101 and 102 comprised 500 animals each, created by crossing 50 or 20 sires and 250 dams randomly selected such that each dam had two offspring and the sires had 4 or 25 offspring respectively. The data sets analysed contained 1000 animals with phenotypes and genotypes. In the first data set, a single additive QTL was created in the centre of the chromosome explaining 20% of total genetic variation. The trait was
generated to have a heritability of 0.3. Thus the QTL was moderate and explaining only 6% of the total phenotypic variation. The second data set had two additive QTL (0.43 M and 0.2M) explaining 20% and 6% of the phenotypic variance with a heritability of 0.5. The causative mutations were removed from the both data sets leaving a total of 780 and 767 polymorphic markers within the population after the 100 generations. For details of the simulation program see Mulder et al. (2009).

The first data set was used to establish that permutation could accurately identify QTL. No stratification was used when permuting this data set as each sire had only 5 offspring; a number too small to stratify within. In contrast, the permutation testing for the second data set was carried out twice once without stratification (scenario 2) and a second time permuting within sire groups (scenario 3- stratified permutation within sire families).

7.2.6. Real data example

588 dairy cows were genotyped for the Illumina BovineSNP50 bead chip (54001 SNP in total). Criteria for selecting the final set of SNPs were a call rate of over 90%, a GenCall score > 0.2 and a GenTrain score > 0.55 (Illumina genotype quality statistics), a minor allele frequency of >2.5% and a deviation from Hardy Weinberg equilibrium ($\chi^2 < 600$). Animals with greater than 5% missing SNPs were removed. Non Mendelian error checks were used to identify genotypes of daughters that were inconsistent with their dams. A further pedigree check was performed by comparing the coefficients of the additive genetic relationship matrix and the genomic relationship matrix (VanRaden, 2008). In total, 43011 SNPs and 548 animals were retained. Of these 548 animals, 518 had phenotypes for the trait, fat percentage.

For the dairy trait fat percentage, there is a known, common mutation on centromeric end of chromosome 14. As mentioned previously, DGAT 1 (Diacylglycerol O- acyltransferase 1) is reported to explain greater than 50 percent of the total genetic variation seen in fat percentage (Grisart et al., 2002). Due to one SNP with such a large effect, it is often difficult to find other QTL with more moderate effects. A SNP located at centromeric end of chromosome 14 with a posterior probability of one can be confidently assumed to be in linkage disequilibrium with this mutation. Doerge
and Churchill (1996) suggest that permutation testing using stratification within the genotype classes of a known QTL could be used to set thresholds to identify moderate or minor QTL by accounting for the known major QTL. This real data set was used to demonstrate that such an approach was also viable with multi-locus models. The SNP found with a posterior probability of 1 was used as the conditioning marker. The animals were then stratified into 3 groups based on the genotypes of this SNP (e.g. AA, AB, and BB). The permutation then occurred within these three strata and the subsequent data sets were analysed using the same procedure as the original data.

7.3. RESULTS

7.3.1. Simulation Study

The results of the analysis of the first simulated data set revealed two posterior probabilities significantly (>100 fold) greater than the others, one at 0.5M with a posterior probability of 0.503 and a second at 0.65M with a probability of 0.181 (see Figure 7.1). Both posterior probabilities are noticeably lower than the conclusive result of 1. Permutation testing was carried out with 1000 data sets created by permuting across all individuals (scenario 2- no stratification). The results of the permutation produced genome-wide threshold (significance level of 0.05) of 0.203. A Bayes Factor threshold declared both of the peaks significant in comparison to the permutation testings genome-wide threshold where only the SNP at 0.5M is significant; Figure 7.1 shows the both thresholds. If the SNP-specific threshold was incorrect to be used it would declare 58 SNP as significantly linked to a QTL giving a FDR of close to 1. Of the 58 SNP, only two are clearly evident in Figure 7.1 and the second highest peak is a false positive. Calculating the PeFDR only including the SNP with the largest posterior probability (so correctly deciding that only this SNP was linked to a QTL) still produces a PeFDR of 0.497 which is high and the inclusion of any other SNP only increases the value.
Figure 7.1 - QTL analysis of the simulated data set 1. Genome-wide threshold (---) plotted for a significance level of 0.05, Bayes Factor threshold plotted for a Bayes factor of 3.2 (…) with the position of the true QTL indicated (▲).

Figure 7.2 - QTL analysis of the simulated data set 2. Genome-wide threshold plotted for a significance level of 0.05 for the permutations with no stratification (---) (Scenario 2) and for the permutations with stratification (—) (Scenario 3), Bayes Factor threshold plotted for a Bayes Factor of 3.2 (…) and the positions of the simulated QTL (▲).
The second simulated data set was permuted with and without stratification. The different thresholds produced using these two different approaches are shown in Figure 7.2. When the data was permuted within strata, the 0.05 significance threshold was 0.156 while when the data was permuted randomly across all individuals the threshold was 0.138. The threshold for a Bayes Factor of 3.2 had a posterior probability of 0.144. All thresholds are very similar and produce identical results correctly identifying the two QTL. The PeFDR is zero when only the SNP with the highest posterior probability is included and increases to 0.34 when both SNPs with the highest posterior probabilities are included.

7.3.1. Real Data Example

The results of the QTL analysis revealed a SNP with a posterior probability of one at the centrometric end of BTA chromosome 14. This SNP was used as the conditioning marker and three strata were formed using the genotypes of the individuals. Within these strata, the data was permuted 1000 times and each data set was then analysed as in the original analysis. A genome-wide threshold and chromosome-wide thresholds were calculated at a 0.05 significance level. In addition, for comparison, SNP specific thresholds were calculated. A Bayes Factors threshold was calculated for a Bayes Factor of 3.2. The results of using these thresholds including the number of SNPs found significant for each threshold and the associated (average) threshold values are shown in Table 7.1. Also shown are the results of using a Bayes Factor threshold.

<table>
<thead>
<tr>
<th>Table 7.1</th>
<th>Estimated threshold values and numbers of significant SNP detected</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Genome-wide</td>
</tr>
<tr>
<td>No. of Thresholds</td>
<td>1</td>
</tr>
<tr>
<td>No. of significant SNP indicated</td>
<td>1*</td>
</tr>
<tr>
<td>Estimated Threshold Value a</td>
<td>0.528</td>
</tr>
</tbody>
</table>

Values from 1000 permutations of the data with the posterior probability used as the test statistic, * Excluding the conditioning and surrounding SNP, a The posterior probability above which significance can be established at a 0.05 level, b mean value for all analysis points (SNP or chromosomes)

Table 7.2 presents the details for the seventeen SNPs found significant at the chromosome-wide significance levels; included are the respective SNP’s Bayes
Factors and PeFDR. The SNP that was found linked to DGAT1 is not included in the tabulated results as it was conditioned upon and therefore already established as significant. The Bayes Factors threshold declares more than double the number of SNPs as significantly linked to QTL than the chromosome-wide thresholds. Comparatively for a false discovery rate of 0.05 no SNP or combination of SNPs, other than the single SNP associated with DGAT1, is able to produce such a rate.

Each analysis still showed a SNP or SNPs with high posterior probabilities at the centromeric end of chromosome 14. This was expected because the permutation occurred within condition marker genotype classes consequently the phenotype-genotype relationship for these SNPs and the major QTL was not broken. The posterior probabilities of SNPs located in the first 10 Mbp on BTA chromosome 14 were ignored in the calculation of the genome-wide and chromosome-wide thresholds to avoid any SNP in high LD with the conditioning marker that may have had inflated the thresholds.

The reason for conditioning on the SNP and not permuting across all individuals is due to the huge effect of DGAT1. If the permuting had been carried out across all individuals consequently by breaking the relationship between DGAT1 and the phenotypes, the large amount of variance that would have been attributed to DGAT1 would have been transferred to random associations. This would result in inflated SNP effects that would have caused a higher threshold that would most likely have only declared DGAT1 as significant. This result is not helpful as the effect of DGAT1 has already been established.

To highlight that the approach can accurately identify QTL, the focus was placed on three chromosomes (BTA 6, 19 and 26) with QTL previously reported as associated with fat percentage (Druet et al., 2006, Gautier et al., 2006, Khatkar et al., 2004). Figure 7.3 shows the posterior probabilities of all SNPs on BTA chromosome 6, 14, 19 and 26 and the genome-wide and chromosome-wide thresholds at a 0.05 significance level and the Bayes Factor threshold.
Table 7.2 - Details of the 17 Significant SNP detected using the chromosome-wide thresholds including their posterior probability, Posterior expected FDR and Bayes factor.

<table>
<thead>
<tr>
<th>Chromosome</th>
<th>Position (Mbp)</th>
<th>Posterior Probability (p)</th>
<th>PeFDR (1-p)</th>
<th>Bayes Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>0.26</td>
<td>1</td>
<td>0</td>
<td>∞</td>
</tr>
<tr>
<td>26</td>
<td>13.46</td>
<td>0.564</td>
<td>0.436</td>
<td>24.60</td>
</tr>
<tr>
<td>19</td>
<td>58.89</td>
<td>0.526</td>
<td>0.474</td>
<td>21.10</td>
</tr>
<tr>
<td>12</td>
<td>65.37</td>
<td>0.372</td>
<td>0.628</td>
<td>11.26</td>
</tr>
<tr>
<td>27</td>
<td>30.96</td>
<td>0.359</td>
<td>0.641</td>
<td>10.64</td>
</tr>
<tr>
<td>6</td>
<td>53.61</td>
<td>0.355</td>
<td>0.646</td>
<td>10.43</td>
</tr>
<tr>
<td>1</td>
<td>101.60</td>
<td>0.342</td>
<td>0.659</td>
<td>9.85</td>
</tr>
<tr>
<td>8</td>
<td>89.64</td>
<td>0.340</td>
<td>0.660</td>
<td>9.80</td>
</tr>
<tr>
<td>22</td>
<td>21.08</td>
<td>0.339</td>
<td>0.661</td>
<td>9.74</td>
</tr>
<tr>
<td>7</td>
<td>74.67</td>
<td>0.315</td>
<td>0.685</td>
<td>8.75</td>
</tr>
<tr>
<td>2</td>
<td>124.27</td>
<td>0.312</td>
<td>0.688</td>
<td>8.60</td>
</tr>
<tr>
<td>6</td>
<td>99.24</td>
<td>0.305</td>
<td>0.695</td>
<td>8.34</td>
</tr>
<tr>
<td>2</td>
<td>68.54</td>
<td>0.305</td>
<td>0.695</td>
<td>8.32</td>
</tr>
<tr>
<td>8</td>
<td>47.19</td>
<td>0.303</td>
<td>0.697</td>
<td>8.25</td>
</tr>
<tr>
<td>19</td>
<td>27.06</td>
<td>0.276</td>
<td>0.724</td>
<td>7.24</td>
</tr>
<tr>
<td>3</td>
<td>44.13</td>
<td>0.272</td>
<td>0.728</td>
<td>7.11</td>
</tr>
<tr>
<td>17</td>
<td>76.02</td>
<td>0.271</td>
<td>0.729</td>
<td>7.06</td>
</tr>
<tr>
<td>3</td>
<td>88.35</td>
<td>0.248</td>
<td>0.752</td>
<td>6.27</td>
</tr>
<tr>
<td>19</td>
<td>24.48</td>
<td>0.245</td>
<td>0.755</td>
<td>6.15</td>
</tr>
<tr>
<td>13</td>
<td>24.94</td>
<td>0.242</td>
<td>0.758</td>
<td>6.08</td>
</tr>
</tbody>
</table>

On BTA chromosome 26 there is a SNP that would be declared significant at both a genome-wide and chromosome-wide significance level (0.05). This location has been previously reported as containing a QTL affecting fat percentage (Druet et al., 2006, Gautier et al., 2006). This SNP closely links to the physical location of SCD1 (stearoyl-CoA desaturase (delta-9-desaturase)) as reported in Genbank (while not being placed on the current assembly) (Benson et al., 2007). SCD1 has been associated with carcass fatty acid composition in Japanese Black cattle (Taniguchi et al., 2004), with milk production traits in Italian Holstein (Macciotta et al., 2008) and with milk-fat composition in Dutch Holstein Friesians (Stoop et al., 2009).
Figure 7.3 - QTL analysis of real dairy data for the trait, fat percentage. The genome-wide threshold (---), chromosome-wide thresholds (…) are plotted for a significance level of 0.05 and posterior probability for a Bayes Factor of 3.2 (----).

On BTA 6 and BTA 19, no SNPs could be declared significant at a genome-wide level. However, 2 SNPs on each chromosome would be declared significant at the chromosomal level. On BTA 19, one SNP appears to be in association with FADS6 (Fatty acid desaturase domain family 6) while the other SNP indicates a region that has been previously suggested as associated with fat percentage (Khatkar et al., 2004). Multiple locations on BTA 6 have been previously proposed as related to fat percentage. Stoop et al (2009) report a significant association at 53 and 57cM which is consistent with the findings here. In total, across all chromosomes, there were 17 SNPs indicated as significant at the chromosome level.
7.3. DISCUSSION

Permutation tests provide an alternative robust mechanism to identify statistically significant QTL. The robustness and ease of implementation has been confirmed by the wide spread use of the approach in single locus models. The power of the tests is at least as high as unbiased parametric approaches which are highly dependent on model assumptions (Churchill and Doerge, 1994). The examples presented here show that permutation testing can be used to establish significance using multi-locus models in QTL mapping. The results are most closely matched with those that were produced using a Bayes Factor threshold of 3.2 to compare hypotheses.

Highlighted in the analysis of the first simulated data set there is a large random association in the original analysis that is incorrectly declared significant using a Bayes Factor threshold. However, using permutation testing to establish significance, this random association was correctly identified as insignificant. This suggests that permutation testing produces more robust thresholds. While the Bayes Factor threshold does not depend on the data being analysed (as demonstrated in Section 7.2.4) but only the prior probability and the Bayes Factor value; which generally set as reflecting substantial evidence (eg. it is always 3.2 or greater), thresholds established by permutation testing change reflect the empirical distribution of the data. The posterior expected false discovery rate was unviable as a method to establish significance in the examples presented here because all examples produced at maximum one SNP with a posterior probability of one or close to one. The use of *PeFDR* will only work well when there are a large number of QTL that produce posterior probabilities close to one. Of more interest here were approaches that allowed significance to be established when the posterior probabilities are low and inconclusive. Both permutation testing and Bayes Factor provide more viable and successful approaches.
The effect of the number of permutations performed was also examined after the completion of the analyses. The results of the 1000 permuted data analyses were used with 50, 200, 500 and 750 (N) permuted data sets results (test statistics) randomly sampled. Then, a 0.05 threshold was calculated from each set; the maximum test statistic were taken from the N (50, 200, 500 or 750) permuted analyses and ordered and the N x 0.95 value was taken as the threshold. This was repeated 10,000 times for each N. Using the permutations from the second simulation study with stratification as an example, the distributions of the thresholds for each number of permutations are presented in Figure 7.3. The trend seen here is echoed in the analyses of the other data sets. What is immediately obvious is that the 50 permutation tests used in Bauer et al. (2009) are insufficient. Using only 50 permutation tests yielded a range of genome-wide thresholds for a significance level of 0.05 from a posterior probability 0.360 to 1 for the real data. This clearly shows it is possible with such a small number to get significance thresholds that are extreme and will cause incorrect interpretation of the results. As the number of permutations increase, the range of possible thresholds decreases. This result agrees with the work of Doerge and Churchill (1996) that state that 1000 permutations is the lowest number needed for a significance level of 0.05 which is generally the lowest level of significance required.

In a livestock setting, the inclusion of the polygenic effect is important to avoid declaring significance that is caused by the data structure rather than a real QTL. The inclusion of the polygenic effect means that the traditional approach of permuting just
the phenotypes is infeasible, as it would also break the phenotype-pedigree relationship. Presented here is an alternative approach of essentially permuting of the entire genotypes or stratifying within sire families. The first approach allows the inclusion of the polygenic effects by breaking the relationship between phenotype and genotype as desired, but conserving the phenotype-pedigree relationship permitting the estimation of the polygenic effect; this approach violates the condition of exchangeability. In comparison, stratifying within sire families satisfies, for the most part, the condition of exchangeability. This approach of stratifying within sire families has been widely used in single QTL mapping e.g. Seaton et al. (2002). Consequently, the approach applied here could be used for data that has been designed for linkage studies. A comparison of these two approaches produced very similar thresholds and whilst the violation of exchangeability does occur, the extent of the violation appears to be minor. Consequently, stratifying within sire families is recommended if the data supports it as this will satisfy the condition of exchangeability and adds no additional demands to the approach.

Permutation within strata was shown to be a valuable tool in establishing significance for moderate or minor QTL in the presence of a major QTL. A conditioning marker was used but any SNPs also in LD with DGAT1 or the conditioning marker were also by default conditioned upon. This increased the power to identify moderate QTL also affecting fat percentage. Due to the large amount of variance explained by DGAT1, should stratification not been used, this variance would have shifted to other SNP forming random associations with the phenotypes resulting in inflated thresholds that would have been unlikely to establish significance for any QTL other than DGAT1. Conditioning upon more than one marker i.e. there is more than one major QTL, could be problematic if the number of individuals in the strata become small. However, provided that data set is large enough and the strata are substantial, this is a further possibility.

Doerge and Churchill (1996) recommend excluding the chromosome on which the conditioning marker(s) are located, as any markers linked to the conditioning markers(s) if included will continue to show associations and inflate the thresholds. Despite this, the study excluded the first 10 Mbp when establishing the chromosome and genome-wide thresholds. This was because the chromosome-wide threshold for
BTA chromosome 14 (0.239) showed no inflation and was lower than the average chromosome-wide threshold (0.247). The genome-wide threshold was found to be lower when the entire BTA chromosome 14 was excluded (0.513 compared to 0.528). However, the genome-wide threshold was also equally low or lower when it was re-calculated after other individual chromosomes were excluded. This exclusion of other complete chromosomes meant that 14 times (out of a possible 30 times for the removal of each other chromosome) the re-calculated genome-wide threshold was lower than or as low as the threshold calculated when BTA chromosome 14 was omitted. Thus the inclusions of other chromosomes equally increase the threshold, indicating that the exclusion of only the first 10 Mbp did not inflate the final genome-wide threshold. Exclusion of the first 5 instead of 10 Mbp on BTA chromosome 14 produced identical results. However, excluding less than 5 Mbp caused some inflation of the both the genome-wide and chromosome-wide thresholds for this data set.

Consequently, it appears unnecessary to remove the entire chromosome on which the conditioning marker(s) are contained and appears sufficient to exclude the set of markers surrounding the conditioning markers. The distance from the conditioning marker is dependent on the data set and can be investigated for individual data sets; in this instance, 5 Mbp on each side of the conditioning markers seemed reasonable to avoid inflating the thresholds. There were no significant QTL on BTA chromosome 14 at either the chromosome-wide or genome-wide threshold (Figure 7.3).

Further research is needed to determine the upper and lower bounds for the size of strata that can be used effectively when stratifying on the basis of genotype classes and sire groups. The stratification within sire families produced similar results to when stratification was not performed and the data was permuted across all individuals. Interestingly, permuting within sire produced a significance threshold that was greater than the threshold produced with permutation testing without stratification. This was unexpected as permuting without stratifying removes the correlation between pedigree and genotypes. This latter relationship would generally make it harder to estimate the SNP effects, so eliminating it should cause the SNP effects to be more easily estimated, thus inflating the SNP effects and overestimating precision of the analysis. However the opposite appears true for this data set where
permuting within sire families produces larger random associations, thus higher SNP effects resulting in a slightly higher threshold.

One explanation of this finding is that the sire effects are being attributed to the SNP effects instead of the polygenic effect. On inspection of the polygenic variance, the polygenic variance is larger when the no stratification has taken place. This indicates more variance is attributed to polygenic effect when no stratification has taken place and thus less variance is explained by the SNPs. Subsequently the SNP effects will be lower which will make it more probable for a SNP to not be included in the significant effects. This will reduce the SNP’s posterior probability and thus the overall threshold. The polygenic variances from the analyses of the 1000 permuted data sets with and without stratification are shown in Figure 7.5. This observed effect may be a reflection of sire family sizes where the family groups with 25 individuals may have been small. Small sire family sizes may result in less allelic variation within families and may cause SNP effects to remain similar due to unchanged genotypes at specific loci with family groups despite permutation. More testing is required to establish a consensus on what is the effect of stratifying within family structures and what the minimum size of these groups needs to be. Obviously more relationships are

**Figure 7.5** Polygenic variance for the 1000 analyses of the permuted data with and without stratification.
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present in the data than the groups stratified across, so the effect of stratification on these other relationships and consequently, the results, also requires exploration.

The advantages and disadvantages of the different thresholds have previously been discussed (Churchill and Doerge, 1994). In a multi-locus setting, the SNP specific threshold is shown to be unviable. This is due to the major problem caused by comparing the original test statistic with a distribution created from the permutation tests that due to dense linked SNPs could be incomplete or biased. Consider a (random or real) association between some linked SNPs and the phenotypes. In single locus models, the effect will be attributed to each of the linked SNPs as they are fitted in separate models; permutation testing using the single locus model therefore yields the correct distribution of the test statistic for each SNP. However in multi-locus models, the effect may be spread across all the linked SNPs or the effect may be attributed to just one of the linked SNP. Therefore, in multi-locus models the test statistic distribution of a single SNP may not include all the values that accurately indicate the true number of random associations that occurred during the permutation testing. Consequently, these distributions do not reflect the null distributions that are to be sampled from, which corresponds to the hypothesis that there is no association between the phenotypes and the SNPs. This distortion would result in an increase in the incorrect declarations of a significant SNP linked to a QTL. This increase is evident in both examples by the excessive number of SNPs established as significantly linked to QTL using this threshold. An alternative approach may be to calculate the joint posterior probabilities for overlapping intervals for SNP found in each interval (Sahara et al., 2010). This would allow region (or interval) specific threshold to be calculated.

The other two thresholds can be used as originally proposed as they use the maximum test statistic either for each chromosome or the entire genome. The genome-wide threshold has the least power to declare significant QTL affecting the trait but allows the control of the type I error rate. The chromosome-wide threshold has increased power to identify significant QTL but due to testing each chromosome separately the type I error rate could be higher than the desired value. This threshold therefore provides a balance between the control of the type I error rate and the power to identify QTL.
A possible caveat to the multi-locus method proposed, is that performing the permutations can be time consuming. The time required is dependent on the length of the time that the model and implemented approach requires to produce results. In the case of the study reported here, due to the implementation of the Bayesian latent variable model, the time demands were high. The model was run for 10,000 and 20,000 iterations for the simulated and real data respectively, to ensure convergence. Consequently, the real data example with 43011 SNPs took twelve processor hours to complete. However to run a single SNP model including a polygenic effect using ASReml (Gilmour et al., 2006b) for the 43011 SNPs took three times the amount of time needed for the multi-locus model (without the polygenic effect the time requirements were still at least twice as long). Consequently, the approach presented has lower time demands than if permutation testing was used for all 43011 SNPs using a single locus model.

Should more extreme p-values be desired, one way to reduce the computational time would be to approximate the tail of the distribution (Knijnenburg et al., 2009). This method does provide a way to test for more extreme p-values while requiring fewer permutations. However, as many or more permutations than tested here would be needed to accurately re-construct the tail of the test statistic distributions.

7.4. CONCLUSION

In summary, multi-locus models offer advantages over the traditional single locus models as they overcome the problem of multiple testing and estimation of the total variance explained by the QTL, as well as leading to more precise mapping of QTL. However the problem of establishing significance has been difficult for multi-locus models. In this chapter, a permutation approach is presented to enable the declaration of significant QTL for multi-locus models. The approach was compared to other methods to establish significance. Bayes Factors and permutation testing produced reasonable thresholds while the posterior expected FDR was shown to be unviable for use with similar data sets. The proposed approach was demonstrated to identify
known QTL in both simulated and real data, and therefore provides a valuable technique to establish significance for minor and moderate QTL with or without the presence of a major QTL when using a multi-locus model. In addition two approaches to dealing with a linked third variable are presented. While promising, the results were inconclusive and more research is required.

While genomic selection and prediction do not seek to establish the QTL underlying the trait of interest, many of the models applied to predict an animal’s total genetic value can be used for QTL analysis with the exception of any BLUP approaches. BLUP approaches assume equal variance across SNP and thus tend to share the effect of QTL across a range of SNP which results in very low SNP effects across most SNP. This type of approach makes it difficult to determine the exact position and effect of any QTL.

While genomic selection is currently producing results that lead to increased levels of accuracy of selection, the ability to determine correctly the biological factors and QTL underlying the trait of interest would further increase the ability to construct a robust and accurate prediction equation. Thus as the number of genotyped animals (with reliable phenotypes) increase, the ability to identify significant QTL should increase. The problem of how to identify the many minor QTL explaining only small amounts of genetic variation can be partially accounted for by the setting of thresholds and increasing the power of QTL studies.
CHAPTER 8
Predicting energy balance for dairy cows using high density SNP information

8.1 INTRODUCTION

Many countries have introduced measures of fertility into national selection indexes to try to address declining fertility rates in dairy cattle (Miglior et al., 2005, Royal et al., 2000). One explanation for these decreases is the difference between energy intake and energy usage that occurs during early lactation. This difference is defined as energy balance (EB). Energy balance provides an essential link between production and non-production traits because both depend on a common source of energy. An animal’s energy must be partitioned efficiently to maintain production levels as well as an animal’s ability to remain healthy and fertile. Severe negative energy balance (NEB) during early lactation has been cited as an underlying cause of the negative relationship of health and fertility with production (Butler and Smith, 1989, Jorritsma et al., 2003, Pryce et al., 2004).

Recently, there has been a major focus on trying to overcome the NEB problem by modifying the diet during the dry period (Agenas et al., 2003, Dewhurst et al., 2000, Garnsworthy et al., 2008a, b, McNamara et al., 2003). Other suggested approaches to tackling NEB include varying the length of the dry period (Watters et al., 2009) and frequency of milking (McNamara et al., 2008). However, estimates of genetic parameters suggest that NEB is not only a consequence of a poor match between nutrition and production, but there is also genetic variation (Coffey et al., 2004, Friggens et al., 2007, Veerkamp, 1998, Veerkamp et al., 2003). Veerkamp (1998) reviewed the results of different studies that reported genetic correlations for a variety of energy measures and milk yield, with values ranging from -0.05 to -0.91 and heritability for energy traits that ranged from 0.19 to 0.69. Coffey et al. (2004) demonstrated that distinct genetic lines responded differently to a range of diets and differed in the time taken to return to positive EB. Similarly, Friggens et al. (2007) concluded that variability among animals on a stable nutritional diet could not be accounted for by environmental factors and indicated a genetic basis for EB. Thus, an
alternative to management approaches may be to select animals that are genetically predisposed to maintain a better EB.

Accounting for EB in selection programs has been complicated, since measuring feed intake in progeny testing schemes is generally not practical. However, the current development of genomic prediction and selection methods as discussed in Chapter 3, 4 and 5, coupled with the increase in both selection accuracy and genetic gain that genomic selection provides over traditional selection methods (Hayes et al., 2009c) may provide one option to allow for the selection of EB.

The aim of the study presented in this chapter was to examine whether genomic prediction could be used to estimate DGV for EB using a small Dutch experimental farm data set. The objective was to demonstrate the genetic basis of EB and the potential use of genomic selection to facilitate inclusion of EB in selection programs. The study and its results have been published in the Journal of Dairy Science (Verbyla et al., 2010b) (see Appendix A3 for published version).

8.2. MATERIALS AND METHODS

8.2.1. Data

Data on 613 Holstein-Friesian heifers born between 1990 and 1997 was collected during the first 15 weeks of lactation including 450 cows participating in the breeding program of CRV (Arnhem, The Netherlands) and 163 cows originating from an experimental farm (‘t Gen, the Netherlands). All animals were housed together on a single farm under the same environmental and management influences. All cows were fed ad libitum. Live weight, feed intake, and milk yield were measured on 565 of the animals. Milk samples were taken on a fixed day of the week for measurement of fat, protein, and lactose yields. Feed intake was recorded daily using automated feed intake units. Live weight was recorded once a week. Energy balance (MJ/d) was calculated, using the method described in Veerkamp et al. (2000), as the difference between energy intake and the calculated energy requirements for milk, fat and protein yields, and maintenance costs as a function of live weight. Energy balance values across weeks 2 to 15 were averaged, where possible, to give an overall EB
phenotype. More comprehensive details on the data used can be found in Veerkamp et al. (2000). Raw EB phenotypes were pre-adjusted for year-season of calving and age at calving (linear, quadratic) using ASReml (Gilmour et al., 2006b), since their inclusion was not feasible in the final model due to software limitations. The residuals from this analysis were used as the EB phenotypes for the prediction of the breeding values.

588 of the 613 heifers had known pedigree and these were genotyped using the Illumina 50K SNP panel (54,001 SNP in total). The quality control criteria for selecting the final set of SNP were a call rate of over 90%, a GenCall score >0.2 and a GenTrain score >0.55 (Illumina descriptive statistics on genotype quality), a minor allele frequency of >2.5% and a lack of deviation from Hardy Weinberg equilibrium, $\chi^2<600$ (Wiggans et al., 2009). Animals with greater than 5% missing SNP genotypes were removed. Non-Mendelian error checks identified genotypes of daughters that were inconsistent with their dams. A further, more comprehensive pedigree check was performed by comparing the coefficients of the additive genetic relationship matrix and the genomic relationship matrix (G matrix) calculated via the first method described in VanRaden (2008). This enabled inconsistencies between recorded half and full siblings to be examined. Animals with many inconsistencies between the pedigree and G matrix were removed. After all editing steps, in total, 43,011 SNP and 548 animals were retained; of these 548 animals, 527 had phenotypes for EB.

8.2.2. Statistical Analysis

8.2.2.1. Models

Two models using Gibbs Sampling were applied to estimate additive breeding values. One model included the available SNP information. This model used stochastic search variable selection (SSVS) (George and McCulloch, 1993), as in Chapter 4, which introduces an indicator variable, $I_j$, that determines whether SNP $j$ has a large significant effect or whether the effect is insignificant and is therefore scaled back towards zero. The indicator variable for each locus $j$ has a Bernoulli prior distribution:

$$I_j \sim \text{bernoulli}(p)$$
The prior probability $p$ is chosen to reflect the information available on how many QTL affect the trait of interest. It can be quantified as the number of SNP expected to be linked to a QTL divided by the total number of SNP. For a complex trait such as EB, it was assumed that about 1% of the SNP were linked to a QTL ($p = 0.01$). The model extends that presented in Chapter 4 based on the model presented in Meuwissen and Goddard (2004) for multi trait QTL analysis. The SNP model can be expressed as follows:

$$y = I_n \mu + \sum_{j=1}^{m} (X_j(q_jv_j)) + Zu + e$$

where $y$ is the vector of phenotypes corrected for fixed effects for the trait being analysed for all $n$ individuals, $I_n$ is a vector of ones of length $n$, $\mu$ is the mean, $m$ is the number of SNP markers, $X_j$ is the $(n \times k)$ design matrix containing the information on the possible $k$ alleles at the $j^{th}$ marker for all individuals (where $x_{jk} = 0, 1, 2$ having no, one or two copies of the $k^{th}$ allele respectively), $q_j$ is the vector ($k \times 1$) containing the effects of all $k$ possible alleles at locus $j$ where $q_{jk}$ are drawn from a standard normal distribution $N(0, 1)$, $v_j$ is the standard deviation of the allelic effects at locus $j$ and is dependent on whether the locus effect is considered significant or not using the indicator variable e.g. $v_j$ is sampled: $p(v_j | I_j) \sim N(0, I_j + (1-I_j)/100)$, $u$ is the vector of random additive polygenic effects of length $n$ ($Z$ is the associated design matrix) and is assumed to be normally distributed, $u \sim N(0, \sigma^2_u A)$ where $A$ is the pedigree-derived additive genetic relationship matrix and $e$ is the residual error also assumed to be normally distributed, $e \sim N(0, I\sigma^2_e)$ where $I$ is the $n \times n$ identity matrix. The allele substitution effect of a locus $j$ can be calculated from the estimated effects as: $a_j = (q_{j1} - q_{j2})v_j$ where $q_{j1}$ ($q_{j2}$) is the effect of allele 1(2) at locus $j$. For the full specification of the priors used and an alternative formulation of the model see Calus et al. (2008) and Meuwissen and Goddard (2004). The DGV were calculated as the sum of estimated SNP effects and the polygenic effect ($DGV = \sum_{j=m}^{n}(\hat{X}_j(q_jv_j)) + \hat{u}_j$).

The second model used was a simple additive polygenic model using pedigree-based relationships, as follows:

$$y = I_n \mu + Zu + e$$
where the EBV calculated by this model were the estimated polygenic effect for each animal (\( \hat{u}_i \)). Both models were run for 10,000 iterations to ensure convergence with the first 1000 iterations used as burn in.

### 8.2.2.2. Validation

Due to the small size of the data set, a 10-fold cross validation approach was carried out to assess the accuracy of predicted breeding values. The data set was randomly partitioned into 10 subsets each containing 10% of the data. Each subset was retained once as the validation data set and the remaining 9 became the reference sets. Results from the reference sets were then used to predict breeding values of animals in the validation set. Accordingly, each animal appeared only once in a validation set and had only one predicted DGV.

The DGV and EBV were assessed using accuracy, \( r_{yg} \), defined as the Pearson correlation of the predicted breeding values (DGV or EBV) (\( \hat{g} \)) and the phenotypes (\( y \)). The maximum achievable accuracy, \( r_{yg} \), due to the correlation between phenotypes and predicted breeding values, was equal to the square root of the heritability of the phenotypes. The observed heritability for EB was estimated by fitting a model with year-season and age at calving (linear and quadratic regression) as the fixed effects and a random animal effect (a). The random animal effect was assumed normally distributed, \( a \sim N(0, \sigma^2_a G) \) where \( \sigma^2_a \) is the additive genetic variance and \( G \) was the genomic relationship matrix calculated via the first method described in VanRaden (2008). Deriving the heritability this way has been shown to produce estimates closer to the true value than using the pedigree based relationship matrix (Hayes and Goddard, 2008a).

As no daughter yield deviations (DYD) or reliable breeding values were available, the predicted breeding values (DGV and EBV) were compared to phenotypes. Most studies estimating accuracies of DGV, use DYD or reliable EBV predicted for proven bulls and consequently report accuracies of selection (\( r_{gg} \)) and reliabilities (\( r^2_{gg} \)), that
compare DGV and the closest estimate of the true breeding values \((g)\). Thus, the accuracy of selection was predicted (Daetwyler et al., 2008, Goddard, 2009) as:

\[
r_{g\hat{g}} = \frac{\sqrt{\lambda h^2}}{\sqrt{\lambda h^2 + 1}} \quad \text{where} \quad \lambda = \frac{n_p}{n_G}
\]  

[10]

where \(h^2\) is the observed heritability, \(n_p\) is the number of phenotypic records and \(n_G\) the number of effective QTL or chromosome segments. This function therefore can be used to estimate the number of effective QTL and the number of records needed to increase the accuracy of selection. The function can be modified for use when the accuracy is calculated using the correlation between the predicted DGV and phenotypes \((r_{g\hat{g}})\). Falconer and Mackay (1996) state that \(r_{g\hat{g}} = \sigma_{g\hat{g}}/\sigma_g\). The accuracy between DGV and phenotypes can be similarly expressed as \(r_{g\hat{y}} = \sigma_{g\hat{y}}/\sigma_y\). \(r_{g\hat{y}}\) can also be denoted as:

\[
r_{g\hat{y}} = \frac{\sigma_{g\hat{y}}}{\sigma_g} \times \frac{\sigma_g}{\sigma_y}
\]

which can be rewritten as:

\[
r_{g\hat{y}} = r_{g\hat{g}} \times h^2
\]  

[11]

when combined with [10], this gives:

\[
r_{g\hat{y}} = \frac{r_{g\hat{g}}}{\sqrt{h^2 + 1}}
\]

Hence, \(r_{g\hat{y}}\) can also be transformed into \(r_{g\hat{g}}\). The accuracy, \(r_{g\hat{y}}\), was subsequently used to calculate the number of QTL affecting EB and the number of records needed to improve the accuracy of the predicted DGV.

### 8.3. RESULTS

The pedigree check step for data quality control proved a very effectual additional measure to identify any animal that had an incorrectly recorded pedigree or where an animal may have been misidentified. It allowed checking of half-sibling and full-sibling relationships that is not possible using standard non-Mendelian checking which compares parent with offspring to establish any conflicting homozygotes. Figure 8.1 effectively illustrates the additional information contained in the SNP data
about the relatedness of the animals. This is most obviously shown by the monozygotic twins that have a marker relationship of 1 (due to identical DNA) but are recorded as full siblings in the pedigree. The negative marker relationships are due to the method used to calculate the G matrix which ideally uses the allele frequencies that were present in the base population (VanRaden, 2008). However as the frequencies in the base population were unknown, the G matrix was calculated using the allele frequencies in the available highly selected population resulting in negative marker relationships.

**Figure 8.1** - Comparison of the coefficients of the additive relationship matrix (pedigree relationship) and the coefficients of the genomic relationship matrix (markers relationship)

The accuracies \( r_{yg} \) of predicting phenotypes for the two models and the \( r_{yg}^2 \) are shown in Table 8.1. Transformed values using (1) giving the accuracies of selection \( r_{yg} \) and the reliabilities \( r_{yg}^2 \) are also shown. The heritability for EB was estimated separately, as described earlier, with a moderate value of 0.325 (SE = 0.12). The
accuracy of selection, \( r_{gg} \), was then calculated using [11]. The model including the SNP information yielded an overall accuracy of 0.29, which was higher than the overall accuracy of 0.21 produced by the polygenic model.

Table 8.1- Accuracies and reliabilities of the DGV and EBV

<table>
<thead>
<tr>
<th>Model</th>
<th>( r_{yg} )</th>
<th>( r_{sg} )</th>
<th>( r_{yg}^2 )</th>
<th>( r_{sg}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Genomic Value (DGV)</td>
<td>0.294 (±0.038)</td>
<td>0.516</td>
<td>0.086 (±0.025)</td>
<td>0.265</td>
</tr>
<tr>
<td>Estimated Breeding Values (EBV)</td>
<td>0.211 (±0.047)</td>
<td>0.370</td>
<td>0.044 (±0.023)</td>
<td>0.135</td>
</tr>
</tbody>
</table>

DGV is predicted using the model including both the SNP and polygenic effects and the EBV using the model including only the polygenic effect. \( r_{yg} \) is the Pearson correlation between the predicted breeding values (\( \hat{g} \)) and the phenotypes (\( y \)) (± standard error derived from the 10 data sets). \( r_{sg} \) is the accuracy of selection (comparing the predicted breeding values (\( \hat{g} \)) and the true breeding values (\( g \)). \( r_{yg}^2 \) is the reliability of the predicted phenotypes (± standard error), \( r_{sg}^2 \) is the reliability of the predicted breeding values.

Figure 8.2- Histogram of DGV and EBV, (■) represents the estimated breeding values (EBV) predicted by the polygenic model and (●) represents the direct genomic values (DGV) predicted by the model including the SNP information.
The calculated reliability ($r_{\text{gg}}^2$) of DGV is double that of the EBV produced by the polygenic model. This implies that the DGV explained twice as much variation as the EBV which is illustrated also by the range of the breeding values (Figure 8.2). The predicted DGV and EBV were positively correlated with a value of 0.70.

A total of 472 effective QTL for EB were predicted. A sensitivity analysis was conducted to investigate the effect of the number of effective QTL, heritability and number of records had on the expected accuracy of selection. Figure 8.3 is a plot of $r_{\text{gg}}^2$ ($r_{\text{gg}}^2$ is provided for comparison on the second y axis) against the number of effective QTL for differing heritability where the number of records was kept constant at the available number of 527. This shows the impact that the number of effective QTL would have on the expected accuracies and reliabilities of the DGV. It demonstrates that the greater the number of QTL affecting the trait, the lower the expected accuracy and reliability. This is due to lack of information available in the limited number of phenotypes to be able to accurately estimate large numbers of QTL effects. Figure 8.3 also illustrates that this reduction in reliability, as the number of effective QTL increases, is more gradual for higher heritabilities.

The number of total records needed to improve the accuracy was also investigated and results are shown in Figure 8.4. The heritability was set at the observed value for EB (0.325). It is evident from Figure 8.4 that the number of effective QTL has a significant impact on the number of records needed to improve the accuracy. The greater the number of effective QTL, the larger the number of phenotypic records required to reach higher accuracies and reliabilities. A total of 5,818 records with phenotype and genotype information was predicted as needed for a $r_{\text{gg}}^2$ of 0.24 ($r_{\text{gg}}^2$ of 0.80) for EB with the predicted 472 effective QTL.
Figure 8.3- Accuracy of prediction versus the number of effective QTL where the number of records is fixed to the number used in this study (527). $r^2(y, \hat{g})$ is the squared correlation between the phenotypes and the predicted direct genomic values, DGV (characterized in the text as $r^2_{gs}$). $r^2(g, \hat{g})$ is the estimated reliability between the true breeding value and the predicted DGV (characterized in the text as $r^2_{gg}$).

Figure 8.4- Accuracy of prediction versus the number of records for a fixed heritability of 0.325. $r^2(y, \hat{g})$ is the squared correlation between the phenotypes and the predicted direct genomic values, DGV (characterized in the text as $r^2_{gs}$). $r^2(g, \hat{g})$ is the estimated reliability between the true breeding value and the predicted DGV (characterized in the text as $r^2_{gg}$).
8.4. DISCUSSION

The objective of this study was to demonstrate the genetic basis of energy balance and that it could potentially be incorporated into selection programs using genomic selection based on a limited reference population. EB is a minimally recorded trait and consequently only a small number of phenotypic records were available. Despite the limitation on available data, genomic prediction was able to produce accuracies greater than a traditional polygenic model. Thus the results indicate that EB can be estimated using genomic prediction. The low accuracy gained can be explained as a direct result of the small number of phenotypic records and the moderate heritability found for this trait. The heritability calculated with this data set was consistent with results of other studies (Huttmann et al., 2009, Veerkamp, 1998). In order to consider including EB in breeding schemes, higher accuracies than found here are necessary. This increase could be facilitated through an increase in the heritability of the trait or an increase in the number of phenotypic records. One way to increase the heritability would be to standardize the environmental conditions to reduce non-genetic differences between animals, but this may be difficult to do in practice. An alternative approach to increase the heritability of phenotypes would be to use deregressed breeding values or DYD of proven bulls as phenotypes, based on EB records of many daughters. This allows for an increase in the accuracy, while keeping the number of genotyped animals constant. This scenario will not lead to any additional genotyping costs since most bulls may already be genotyped as part of reference populations for other breeding goal traits. Nevertheless this may still be more costly due to the (much) higher number of recorded EB phenotypes that would be needed. An increase in the number of available records would also allow for an increase in the accuracy of predicted DGV as previously indicated in other studies (Goddard, 2009, Hayes et al., 2009c). The required increase could only occur if the measurement and recording of EB improved.

Due to the low recording of EB, a seemingly obvious solution would be to immediately select for a more widely recorded trait, like body condition score (BCS), to indirectly try to reduce NEB. The problem with using BCS is that after the first 60 days in milk (DIM), the genetic correlations between EB and BCS decrease markedly (Huttmann et al., 2009). However, until the recording of EB increases to useful levels,
BCS does provide a viable option to attempt to select animals with a better EB. In the future having both EB and BCS phenotypes available will probably allow for the best prediction of energy partitioning and utilisation.

The model used to predict the DGV could also be used for whole genome association studies. Thus, the produced posterior probabilities of SNP were examined to see if there were any significant associations with EB. Due to the small number of records and large number of SNP, the power of the association study to identify QTL was very low and this was evident. There was no SNP with a high enough posterior probability to be confident that it was linked to a QTL. The prior for the expected number of QTL affecting EB was varied but results were consistently low. Although the posterior probabilities were low, there was one SNP that had 10-fold higher posterior probabilities than all the other SNP in all analyses regardless of the prior probability used. However, using a Bayes Factor (Section 7.2.4) (Kass and Raftery, 1995) with a value of 3.2 (the lowest value of the Bayes Factor that indicates substantial evidence) indicated that the result could be declared to be significant and that this SNP linked to a QTL.

The SNP is located on chromosome 21 and is in extremely close proximity to, and appears in association with, the nuclear receptor subfamily 2, group F, member 2 (NR2F2), otherwise known as chicken ovalbumin upstream promoter transcription factor II (COUP-TFII). COUP-TFII has been previously reported as playing an essential role in regulating adipogenesis, glucose homeostasis and energy metabolism (Li et al., 2009, Xu et al., 2008). It has also been reported as regulating growth hormone receptor 1A promoter activity (Xu et al., 2004) and mediating progesterone and controlling estrogen levels and thus involved in reproduction (Klinge et al., 1997, Kurihara et al., 2007, Nakshatri et al., 2000, Petit et al., 2007, Takamoto et al., 2005). Whilst the results of this association study are not conclusive and further validation is required, COUP-TFII appears to be a good candidate gene for EB.

Despite being unable to conclusively establish QTL associated with EB, results of the study allowed the estimation of the number of effective QTL influencing EB. Given the nature and complexity of EB, the number of predicted effective QTL (472) was plausible. However this prediction may be dependent just on the number of records,
effective population size and the length of the genome (Goddard, 2009). The relationships with both production and non-production traits means that potentially numerous genes and pathways could be involved in the variation observed in EB. Previous whole genome association studies of residual feed intake and other traits related to EB in beef cattle, report between 4 and 120 QTL affecting the traits studied (Barendse et al., 2007, Sherman et al., 2009). These values are significantly lower than the predicted 472, but reflect the power of the studies to detect significant QTL and the number of SNP (which were 2194 and 8786 respectively), rather than the true number of effective QTL. An increase in the number of phenotypic records would also allow genome wide association studies for EB in dairy cattle to identify possible candidate genes affecting the trait and would provide a better idea of the effective number of QTL.

The ability to select and include EB in selection indexes may indirectly increase the genetic gain for fertility traits. The interval between calving and start of luteal activity (C-LA) has been demonstrated to be an indicator of fertility during later lactation (Darwash et al., 1999, Petersson et al., 2007, van der Lende et al., 2004). Veerkamp et al. (2000) reported genetic correlations between EB and C-LA of -0.60 (and -0.49 for C-LA adjusted for milk, fat and protein). A moderate to high genetic correlation similar to what was previously reported would mean that genetic gain for EB should also result in improved fertility. For example, if a bull had 25 daughters, the accuracy of selection for the bull’s EBV would be 0.40 for fertility (assuming a heritability of 0.03), whereas for EB, the accuracy of selection for the bull’s EBV would be 0.83. Thus, given a genetic correlation of -0.5, the accuracy of selection for fertility using EB would be 0.41. Consequently for bulls with this number of daughters or less, selection using EB will result in greater genetic gain for fertility than selecting for fertility itself. However, as number of offspring per bull increases beyond 25, the benefit of using EB rather than fertility is lost, such that, selection for fertility itself will produce better genetic gains. Thus, the use of EB in selection indexes, in addition to fertility, may prove beneficial and result in increased genetic gain for fertility.

In addition, to the possible benefits of improved fertility, EB could be used with feed intake data to select animals for feed efficiency (Veerkamp, 1998) or reduce methane emission (Hegarty et al., 2007). Improving feed efficiency could be economically
desirable as feed costs contribute the greatest proportion to production costs (Simm et al., 1994). However, feed efficiency data alone cannot distinguish whether the energy is used for production or maintenance. This may result in selection of animals that have low intake and high yield but consequently have problems related to high NEB. Thus, both NEB and improved feed efficiency (or intake) data should be considered simultaneously in order to effectively reduce the feeding costs while not having detrimental effects on the animals’ health and fertility.

There are many other traits including several fertility and reproduction traits such as milk progesterone profiles and milk quality trait which are difficult to record. Accounting for these traits, like EB, in selection has been complicated, since measuring them in progeny testing schemes is not practical. The study reported here demonstrates that it is possible for such traits, with similar heritabilities and expected number of QTL to produce DGV with accuracies above 0.8 when there are more than approximately 2,600 (2,581 predicted for EB) phenotypic records available for use as the reference population. This means that it is possible to select for these traits using genomic selection by combining data from experimental and nucleus herds, where individually there are a limited numbers of raw phenotypic records.

Genomic prediction is often performed using a two step procedure where the input phenotypes are pre-corrected so that the model predicting the DGV only includes the mean, polygenic and SNP effects. Since pre-correction will always introduce a new source of error, our preference would have been to include all fixed effects in the models used to predict the breeding values. There is on-going development of the genomic prediction program used, to allow the inclusion of multiple discrete and continuous fixed effects in a single model.

8.5. CONCLUSIONS

The use of SNP information to predict DGV is shown to explain variation between the EB of animals, confirming the genetic background of EB. The use of SNP information showed an increase in the accuracy of prediction for EB over the simple polygenic model for animals without an EB record. However, the number of phenotypes would need to be increased to improve the accuracy. In the future,
selection for EB could be performed using genomic selection which could provide a valuable tool in finding a balance between production and non-production traits.

The potential of genomic prediction and selection to allow selection for difficult traits that would have been previously impossible or extremely difficult is demonstrated here through the use of energy balance. As discussed in chapter 5, a variety of genomic prediction methods could have been applied with the expectation that each would produce a higher accuracy of prediction than the polygenic model due to the similar accuracy of most genomic prediction approaches on real data. Bayesian approaches would be expected to produce only slightly (~1-3%) higher accuracies than genomic BLUP (Hayes et al., 2009c). The results again highlight that the accuracy of genomic prediction is heavily reliant on the availability of reliable phenotypes due to $p>n$ as discussed in Chapter 2 and 5. A further discussion on genomic prediction and selection requirements for increased success and development are contained in the following chapter.
CHAPTER 9
General Discussion

9.1. INTRODUCTION

The aim of the research reported in this thesis was to investigate important aspects of genomic selection to enable a more comprehensive understanding of what makes a robust and accurate Bayesian prediction model. A further aim was to explore new possibilities introduced though genomic selection, for instance, selecting for minimally recorded traits. Results from the preliminary simulation studies in Chapter 3 indicated that the match between the assumed QTL distribution and the true QTL distribution had an effect on the accuracy of the DGV produced by the different models. Conversely in real data (Chapters 4 and 6), a general equality in the accuracy of prediction was found across the various models. The exception was for traits with atypical genetic architectures. Thus the model used to simulate may not well represent the real genetic model.

In the proceeding chapters, this thesis has presented studies and outcomes that contribute new knowledge and implications to the current abundance of research on genomic selection. Novel research undertaken for this thesis is detailed; much of these results have been published.

In this chapter, the major findings are discussed and their implications for the current and future implementation and use of genomic selection are considered.

9.2. BAYES SSVS

The development of the Bayes SSVS model presented in Chapter 4 was in response to the slow computational times produced by Bayes B and the acknowledged higher accuracies produced by models with similar assumptions to Bayes B. Bayes SSVS is an alternate formulation of a Bayesian model using Stochastic Search Variable Selection.
A similar approach using Stochastic Search Variable Selection was developed by Calus and Veerkamp (2007) using the work of Meuwissen and Goddard (2004). The model of Meuwissen and Goddard was originally presented for GWAS and was developed as a genomic prediction model by Calus and Veerkamp (2007). However, the performance of this approach was not initially demonstrated in real data until de Roos et al. (2009). Its equivalence to the original Bayes B and its performance compared with other genomic prediction models has never been presented. However, the robustness and usefulness of this type of model is highlighted by the implementation of this SSVS approach by CRV in the Netherlands for use in producing national GEBV.

The problem with the SSVS approach, as previously noted for Bayes B (Gianola et al., 2009), is setting of the value of the hyper-parameter, \( p_i \) (the proportion of SNP in the larger distribution). One solution is to set a prior distribution and also sample this parameter (Fernando, 2009). A second problem has been stated to be the way the hyper-parameters of the prior distributions for the variance of the SNP effects are determined. Gianola et al. (2009) states that the formulation of the hyper-parameters for Bayes A and consequently Bayes B and Bayes SSVS cause the prior to dominate the data as the formulation for the variance means that if \( r \) is the degrees of freedom for the inverse scaled chi-squared prior distribution, then the degrees of freedom for the conjugate posterior distribution will always be \( r + 1 \). This is true with respect to estimating the SNP specific variance but not with respect to estimating the SNP effect. They suggest that clusters of markers are formed such that markers in the same cluster share the same variance, resulting in shrinkage specific to individual clusters. Additionally, they propose that the clusters could be formed on the basis of biological information or a statistical procedure. Further investigation is required by the authors to demonstrate that these changes (not currently available) would actually increase the accuracy of the DGV produced by these models and that the current formulation is biasing or reducing the accuracy through the current approach. In fact, Habier et al. (2010a) present alternative methods accounting for the drawbacks outlined by (Gianola et al., 2009) and determined that these statistical issues to not affect the accuracy of Bayes A and Bayes B (and thus Bayes SSVS as presented here). The major difference between the new methods presented by Habier et al (2010a) is that they used a common effect variance instead of a SNP-specific variance to avoid the
suggested issue related to the formulation of the hyper-parameters and the subsequent overwhelming of the data.

As mentioned previously, the general equality of performance in real data has lead to most countries implementing a genomic BLUP approach due to the ease of implementation. Despite this, Bayes SSVS performed up to 9.8% better than the worst model especially for traits with major QTL that explain large amounts of genetic variation (Verbyla et al., 2009). As the genetic architecture of traits becomes more apparent and as the number of SNP increases, a Bayes SSVS or Bayesian model selection approach may offer advantages in selecting the best model containing only those SNP linked to the QTL. Additionally, should the genetic architecture be known, the prior distribution can to be set to match the true QTL distribution, something that is not possible with BLUP.

9.3. GENOMIC PREDICTION

The Bayesian hierarchical models were shown in this thesis to be rather robust and flexible when applied to varying genetic architectures in both simulated and real data. The results from the simulation studies presented in this thesis, and similar others, indicate that the models that assume the QTL distribution that matches fairly closely to the true distribution will produce high accuracies. In general, the accuracies of prediction for the different models were comparable. An overview of the performance, issues and important features of the Bayesian hierarchical models compared in Chapter 3-6 are presented in Table 9.1.

However, there were differences between the accuracies for specific traits. These could be explained by the variation in genetic architectures of traits and the subsequent match between the models’ assumptions about the distribution of SNP effects and the trait’s genetic architecture e.g. the “true” distribution of QTL effect. These differences between models were evident for only the traits with noticeably different architectures such as fat percentage which has a major QTL (mutation DGAT1 (Grisart et al., 2002)) explaining a large amount of genetic variation, or, protein kilograms where there are postulated to be thousands of QTL, each explaining only a small amount of genetic variation (eg. Chamberlain et al. (2007)). For fat
percentage, Bayes SSVS and Bayes A produce significantly higher accuracies than BLUP.

### Table 9.1 - Overview of the Bayesian hierarchical models used for genomic prediction.

<table>
<thead>
<tr>
<th>Prior Distribution Assumptions</th>
<th>Computational Demands</th>
<th>Accuracies of Prediction</th>
<th>Considerations before use</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUP</td>
<td>-Normal -Equal Variance</td>
<td>Low (very low&lt;sup&gt;1&lt;/sup&gt;)</td>
<td>High except for traits with atypical QTL distributions&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>Bayes A</td>
<td>-t-distribution -unequal Variance</td>
<td>Low</td>
<td>Moderate/High across all traits</td>
</tr>
<tr>
<td>Bayes B</td>
<td>-Mixture of t-distribution and point mass at zero -unequal Variance</td>
<td>High</td>
<td>High across all traits</td>
</tr>
<tr>
<td>Bayes A/B</td>
<td>-Mixture of t-distribution and point mass at zero -unequal Variance</td>
<td>Moderate/High</td>
<td>High across all traits</td>
</tr>
<tr>
<td>Bayes SSVS</td>
<td>-Mixture of two t-distribution (large and small) -unequal Variance</td>
<td>Low</td>
<td>High across all traits</td>
</tr>
</tbody>
</table>

<sup>1</sup>When BLUP is implemented in traditional mixed models replacing the A matrix with the GRM. <sup>2</sup>Those traits with QTL explaining large proportions of genetic variation e.g. fat percentage

The major result from the first simulation study (Chapter 3), where a variety of different QTL distributions were simulated, was that the hierarchical prior distributions that assumed unequal variances (i.e. Bayes B) produced more accurate DGV. However, these were significantly computationally slower than Bayes A that was able to utilise the faster Gibbs Sampler. The use of the Metropolis Hasting algorithm for the Bayes A/B hybrid approach (Chapter 4) also followed the trend of being computationally more demanding. Thus the use of the Bayes SSVS or any other approach that only requires the use of the Gibbs Sampler is significantly more
efficient and given the general equality of performance with real data, more attractive.

The simulation study in Chapter 5 demonstrated that despite producing a noticeably different set of DGV, the DGV produced by a genomic BLUP approach had accuracies equivalent to or better than that of the sets of DGV estimated using the other models. This result was echoed in the real data study in Chapter 6 with Bayes BLUP producing comparable accuracies for all traits except fat percentage which has the mutation, DGAT1, explaining a large proportion of the genetic variation. For traits where there is no large QTL, the BLUP assumption of equal variance across SNP has a limited effect on accuracy of prediction. One reason for this is due to the data having a structured population (as it does in Chapter 4 and 5). This creates LD over long distances which has been reported to extend for more than 1 Mbp (The Bovine HapMap Consortium, 2009), thus when using a BLUP approach, the multiple SNP linked to a single QTL can take part of the overall QTL effect and explain small proportions of genetic variation caused by the QTL. This is also the reason that BLUP cannot produce high accuracies for fat percentage. It is unable to estimate the large effect of DGAT1 by spreading effects across the SNP linked to the mutation.

The results reported in Chapter 6 for real data studies agree with previously published results (Berry and Kearney, 2009, de Roos et al., 2009, Gredler et al., 2009, Harris et al., 2008, Lund and Su, 2009, Reinhardt et al., 2009, Schenkel et al., 2009, VanRaden et al., 2009). These indicate that while the Bayesian methods give competitive accuracies of DGV (slightly higher accuracies for traits with QTL explaining large amounts of variation), the uniformity of results across methods means that less computationally demanding approaches are attractive. For example, the robustness and ease of application of the genomic BLUP approach has lead to many countries adopting this approach for their genomic prediction model. However, it is important to note that the performance of BLUP is dependent on spreading the effects of QTL across a number of SNP. Consequently if the LD declines rapidly over short distances, for example in multi-breed data, then a BLUP approach may perform worse than other approaches such as Bayes SSVS, as it will be unable to capture the same amount of variation that approaches that allow for unequal variances between SNP.
The other approaches to genomic prediction presented in Chapter 2 including PCA, PLS, Genetic Algorithms and non-parametric approaches are yet to applied to real dairy data similar to that presented in Chapter 6 and comparable studies. Solberg et al. (2009) demonstrate that PCA and PLS produce lower accuracies and greater bias than Bayes B in simulated data, leading to the conclusion that they are unviable for genomic prediction due to the reduction in accuracy. This result for PLS was also shown in real data by Moser et al.(2009b). PLS and PCA are also reported to be less responsive to the addition of further marker information (Solberg et al., 2009), which makes these approaches less attractive with the future SNP chips which contain as many as 850,000 SNP. There is also a risk that the PCA approach will be particularly susceptible to population structure, in fact in human GWAS, variation in the first few PCA are generally removed to avoid false positive results due to population stratification (Price et al., 2006).

A more possible and rewarding alternative method, maybe the use of non-parametric models (Gianola et al., 2006, Gianola and van Kaam, 2008) (Section 2.3.6). They have been shown to produce promising results in real data (Gonzalez-Recio et al., 2008). However, further research is needed into suitable kernels and the apparent complexity of these approaches will continue to prevent many from implementing them.

The real data study also highlighted the importance of other parameters affecting the accuracy of selection including the heritability of the trait being analysed, the number of SNP (or LD between the SNP) and number of animals in the reference population. The study showed that traits with low heritability, such as fertility, produced low accuracies of prediction. However, the relationship between the number of records, heritability and accuracy of prediction means that an increase in the number of records should increase the accuracy of selection. An increase in the number of SNP would increase the LD found between the SNP and the QTL and this should also increase the accuracies of prediction (Calus et al., 2008).

Currently, most countries that have or will implement genomic selection, do not or will not select on DGV alone but combine the DGV with traditional breeding and selection information in the form of EBV, Parent Average (PA) or predictions based
on additional pedigree information i.e. sire and maternal pathways (Berry and Kearney, 2009, de Roos et al., 2009, Harris and Montgomerie, 2009, Reinhardt et al., 2009, Schenkel et al., 2009, VanRaden et al., 2009). This addition is reported to add vital parental information that is not fully contained in the DGV. This information is not contained in the DGV despite the inclusion of the polygenic effect, reflecting the small subset of the total data that is used in the prediction analysis, given the limited numbers of animals genotyped to date. It is commonly accepted that in real data studies, such as those in Chapter 4 and 6, that the polygenic effect should be included to remove the effect of population structure to enable the more accurate estimation of the SNP effects. This is because the inclusion of the polygenic effect has been shown to produce slightly better accuracies of prediction while reducing the bias of the variance components (Calus and Veerkamp, 2007). Inclusion of additional pedigree information added to create the GEBV also increases the accuracy of prediction and selection as well as the reliability of the breeding values for most traits; this is demonstrated in Chapter 6. For some traits, however, such as fat percentage and protein kilograms mentioned earlier, this additional information does actually decrease the accuracy of prediction. This can be explained by the proportion of genetic variance accounted for by the SNP effects for the different traits; the amount of extra accuracy that the PA will add to the GEBV will be trait dependent and can be predicted based on the genetic architecture of the trait. For example for fat percentage almost all the genetic variation is captured by the SNPs thus the DGVs produce higher accuracies than the GEBVs.

9.4. SELECTION OF SUBSETS OF SNP

The difference between the number of SNP and phenotypes can be large. To address this, one proposal is to first select a small number of influential SNP that are most likely to be linked to QTL affecting the trait of interest; this set of SNP is used then in a second stage involving more sophisticated modelling of the relationship between the SNP and the trait of interest by simultaneously estimating the SNP effects to create the prediction equation.

The study presented in this thesis found that the pre-selection of SNP did not significantly increase accuracy of prediction, but it did increase the time and
computation demands. The single SNP analysis to first select the sets of SNP was time consuming and consequently is not recommended as it provided no convincing additional benefits. Regardless, it would be interesting to examine whether pre-selecting using different models such as a Bayesian model or a machine learning procedure (that could produce different sets of SNP) would produce similar results.

In the (near) future, with the increase in the number of available SNP, the ability to pre-select the important features and possible QTL (and linked SNP) related to a trait may again become an important issue as approaches and procedures seek to deal with the dramatic increase in the dimensions of the data needed to be modelled. Thus, SNP selection could be a viable option to allow modelling of the data and potentially significantly reduce the time and computational demands. Additionally, using a reduced number of pre-selected SNP would also provide significant economical savings by requiring selection candidates to be genotyped only for the smaller selected number of SNP. To this extent, breeding companies appear likely to develop multiple low-density genotyping assays. Weigel et al. (2009) report that a set of 300 SNP selected due to having the largest effects might capture nearly half of the gain in reliability that could be achieved by using all SNP currently available through dense genotyping. They also postulate that a gain of two-thirds of the possible reliability could be achieved with 750 to 1,000 SNP.

9.5. ENERGY BALANCE

Energy balance (EB) is a minimally and difficult to record trait and, generally, it can only be recorded on nucleus or experimental farms. The study reported in this thesis achieved its objective by demonstrating the genetic basis of energy balance and that it could potentially be incorporated into selection programs using genomic selection. Despite the limitations on available data, genomic prediction was able to produce accuracies of prediction greater than a traditional polygenic model. Thus, the results indicated that EB can be estimated using genomic prediction. The low accuracy gained can be explained as a direct result of the small number of phenotypic records and the moderate heritability found for this trait. The heritability calculated with this data set was consistent with results of other studies (Huttmann et al., 2009, Veerkamp, 1998).
In order to consider including EB in breeding schemes, higher accuracies than found here would be desirable. This increase could be achieved through an increase in the heritability of the trait or an increase in the number of phenotypic records. In the future, selection for EB could be performed using genomic selection which could provide a valuable tool in finding a balance between production and non-production traits.

The study also indicated a possible candidate gene for EB. A single SNP appeared significantly related to EB. It was located on chromosome 21 and appeared to be in association with the nuclear receptor subfamily 2, group F, member 2 (NR2F2), otherwise known as chicken ovalalbumin upstream promoter transcription factor II (COUP-TFII). COUP-TFII has been previously reported as playing an essential role in regulating adipogenesis, glucose homeostasis and energy metabolism (Li et al., 2009, Xu et al., 2008). It has also been reported as regulating growth hormone receptor 1A promoter activity (Xu et al., 2004) and mediating progesterone and controlling estrogen levels and thus involved in reproduction (Klinge et al., 1997, Kurihara et al., 2007, Nakshatri et al., 2000, Petit et al., 2007, Takamoto et al., 2005). Whilst the results of this association study are not conclusive and further validation is required, COUP-TFII appears to be a good candidate gene for EB.

The ability to select and include EB in selection indexes may indirectly increase the genetic gain for fertility traits and may allow selection for feed efficiency and methane emission without detrimental effects on health and fertility. Moderate to high genetic correlations have been found between EB and fertility traits. Thus, the use of EB in selection indexes, in addition to fertility, may prove beneficial and result in increased genetic gain for fertility. In addition, EB could be used with feed intake data to select animals for feed efficiency (Veerkamp, 1998) or reduce methane emission (Hegarty et al., 2007) to prevent the selection of animals that are highly productive and eat less but are therefore prone to health and fertility problems. By also selecting for a positive (or at least not an extremely negative) EB, animals selected should have a reduced number of health and fertility problems. Improving feed efficiency could be economically desirable as feed costs contribute the greatest
proportion to production costs (Simm et al., 1994) while reducing methane emission has environmentally benefits.

9.6. GENOMIC SELECTION FOR DIFFICULT TO MEASURE TRAITS

The potential of genomic prediction and selection to allow selection for difficult traits, that would have been previously impossible or extremely difficult, is demonstrated in the research reported in this thesis, through the use of energy balance in Chapter 8. There are many other traits including several fertility and reproduction traits such as milk progesterone profiles and milk quality traits which are also difficult or expensive to record. Accounting for these traits, like EB, in selection has been complicated, since measuring them in progeny testing schemes is not practical. The accuracy of prediction has been shown in deterministic predictions (Daetwyler et al. 2009, Goddard 2008) to be a function of the heritability of the trait, the number of QTL and the number of records. The accuracy of prediction was defined by these authors as the correlation between the true and predicted breeding values. In this study only phenotypes were available to calculate the accuracy of prediction. Thus this original function was translated for use with phenotypes and DGV.

The study demonstrates that it is possible for such traits, with similar heritabilities and expected number of QTL to produce DGV with accuracies above 0.8 when there are more than approximately 2,600 (2,581 predicted for EB) phenotypic records available for use as the reference population. This indicates that it is possible to select for these traits using genomic selection by combining data from experimental and nucleus herds, where individually there are a limited numbers of raw phenotypic records.

9.7. PERMUTATION APPROACH FOR MULTI-LOCUS MODELS

In addition to their use for genomic prediction, genome wide SNP and multi-locus models can be used for identifying QTL affecting economically important traits. While genomic selection is useful for increasing genetic gain, understanding the biological features and pathways are equally important and may provide a way to change a trait through the identification of gene pathways to use as potential intervention targets. Also potentially useful for genomic selection, as demonstrated by
the accuracies produced by fat percentage through the knowledge of the presence of DGAT1, identifying the QTL affecting the trait and understanding the genetic architecture may be useful for investigating new models and increasing accuracy.

Multi-locus models offer advantages over the traditional single locus models as they overcome the problem of multiple testing and estimation of the total variance explained by the QTL. Nevertheless, the problem of establishing significance is still important for multi-locus models. A permutation approach is presented in Chapter 7 that demonstrates that permutation testing can be used to enable the declaration of significant QTL for (Bayesian) multi-locus models. The approach is compared to other methods to establish significance. Bayes Factors and permutation testing produced useable thresholds while the posterior expected FDR was shown to be unviable for use with similar data sets.

The approach is demonstrated to identify QTL when using a multi-locus model and provide a valuable technique to establish significance for minor and moderate QTL with or without the presence of a major QTL by stratifying within genotype classes, where a known major gene exists. In addition, the problem of exchangeability when there is an additional linked independent second variable such as a structured pedigree was explored. Two approaches allowing the inclusion of the polygenic effect were presented and compared. Both approaches produced similar results and more research is required to establish the effect of stratifying within pedigree structure versus permuting across all data but potentially violating the condition of exchangeability where exchangeability means that under the null hypothesis (no association) that any order of observations is equally probable.

The effect of the number of permutations performed was also examined. The use of 50, 200, 500, 750 and 1000 permuted data sets to construct significance thresholds was investigated. Using only 50 permutation tests yielded a range of genome-wide thresholds (as a posterior probability) for a significance level of 0.05 from 0.360 to 1 for the real data. This clearly shows it is possible with such a small number to get significance thresholds that are extreme and will cause incorrect interpretation of the results. As the number of permutations increase the range of possible thresholds decreases. The use of 1000 permutations seems to be the minimum to enable
confident use of a significance threshold. This result agrees with the work of Doerge and Churchill (1996) who stated that 1000 permutations is the lowest number needed for a significance level of 0.05 which is generally the lowest level of significance required.

9.8. FUTURE STUDIES

An increase in SNP information, towards whole genome re-sequence data, may lead to some approaches such as Bayesian models becoming unviable in their current implementation. This is because these approaches will require excessive computation and time to reach convergence. Due to the nature of MCMC sampling methods, multiple iterations are required for the chain to converge. If the parameters needed to be sampled increase 10 fold then the computational and memory demands are also going to increase 10 fold. The problem with this is that the computer processor speeds are no longer rapidly speeding up; instead companies are now choosing to just put more processors into a computer. Consequently, to take advantage of all available computer power, one approach would be to employ models that can utilise parallelisation or concurrency. One strategy that has been adopted is to employ blocking or local computation techniques for updating many parameters simultaneously (Boys et al., 2000, Goldstein and Wilkinson, 2000, Wilkinson and Yeung, 2002, 2004). Such techniques are very effective for improving the performance of MCMC schemes and could be used for Bayesian genomic prediction models.

Alternative faster algorithms have already been suggested, such as a faster Bayes B (Meuwissen et al., 2009) which is a non-MCMC based estimator and consequently functions faster by analytically performing the required integrations. In this approach, they maintain the original assumption that a number of SNP have a zero effect assumed by Bayes B. However, an alternative hierarchical model is used where the non-zero SNP effects are assumed to come from a reflected exponential distribution. They use a modification of the Iterative Conditional Mode algorithm (Besag, 1986) that they call the Iterative Conditional Expectation algorithm. This algorithm used the expectation instead of the mode of the posterior and iteratively
calculated $E(\beta_i | y)$ for each SNP sequentially. Their modified fast approach produced accuracies only slightly lower than Bayes B, but not significantly. They demonstrated that their approach provided an efficient approach to modelling the same assumptions as Bayes B. In addition, Shepherd et al. (2009a, 2009b) also developed an faster method analogous to Bayes B using the much quicker EM (expectation-maximization) algorithm, emBayes B. This alternative formulation assumes the non-zero SNP effects are sampled from a double exponential distribution. Using EM theory, they use a set of E and M steps to converge to the maximum a posteriori parameter estimates. However, both approaches need more testing in multiple data sets.

The potential for genomic selection is currently restricted by the number of animals in the reference population. As these numbers grow, the accuracies that are achieved should increase. The increase in SNP density should lead to an increase in accuracy as more SNP located across the genome should capture more of the genetic variation by increasing the LD between markers (Hayes et al., 2009c). These increases may lead to more inequality across models, such that models that can utilise this additional information more successfully (such as model or variable selection approaches) may be able to produce more accurate DGV.

Also of interest currently is the use and sharing of genomic information and GEBV internationally (VanRaden and Sullivan, 2010), in order to build the size of reference populations. The diversity in prediction and construction of the GEBV, the difference in SNP, animals and traits means that there is significant care needed to use all the available information to provide reliable international GEBV.

9.9. CONCLUSION

Through a range of studies using both simulated and real data, the research reported in this thesis (and the associated publications) has investigated key aspects of genomic selection to enable a more comprehensive understanding of what makes a robust and accurate Bayesian prediction model and to explore the new possibilities introduced though genomic selection for selecting traits that could not be selected through
alternative techniques. The comparative analysis has shown that while in real data the different models achieve an equality of prediction accuracy, however there is an exception for traits with atypical genetic architectures.

In the proceeding chapters, studies and outcomes are reported that contribute new knowledge and implications as well as an over-arching coherence to the current abundance of research on genomic selection. While many of results and trends reported here in the simulated and real data studies have been replicated in other studies, it is in this thesis that the results are drawn together into a comprehensive comparative analysis across models and methods. Additionally, novel variations and implementations have been introduced and analysed; much of the results from this innovative research have already been published.

In this chapter an overview of the main findings from the previous chapters are presented, including the implications for the current and future implementation and use of genomic selection. The future could, and should, see genomic selection become increasing effective as a selection technique as the increase in complete sequence information will further amplify the potential of genomic selection to accurately select for novel traits and increase the genetic gain across all traits.
CHAPTER 10

References


Donoho, D. L. and V. Stodden. 2006. Breakdown point of model selection when the number of variables exceeds the number of observations. in International Joint Conference on Neural Networks.


Xu, Q., N. Walther, and H. Jiang. 2004. Chicken ovalbumin upstream promoter transcription factor II (COUP-TFII) and hepatocyte nuclear factor 4 gamma (HNF-4 gamma) and HNF-4 alpha regulate the bovine growth hormone receptor 1A promoter through a common DNA element. J. Mol. Endocrinol. 32(3):947-961.


CHAPTER 11

Appendices
Appendix A- Publications from thesis


Accuracy of genomic selection using stochastic search variable selection in Australian Holstein Friesian dairy cattle

KLARA L. VERBYLA1,2,3*, BEN J. HAYES1, PHILIP J. BOWMAN1 AND MICHAEL E. GODDARD1,2,3
1 Biosciences Research Division, Department of Primary Industries Victoria, 1 Park Drive, Bundoora 3083, Australia
2 Melbourne School of Land and Environment, The University of Melbourne, Parkville 3010, Australia
3 The Cooperative Research Centre for Beef Genetic Technologies, University of New England, Armidale, NSW 2351, Australia

(Received 21 July 2009 and in revised form 10 September 2009)

Summary

Genomic selection describes a selection strategy based on genomic breeding values predicted from dense single nucleotide polymorphism (SNP) data. Multiple methods have been proposed but the critical issue is how to decide whether an SNP should be included in the predictive set to estimate breeding values. One major disadvantage of the traditional Bayes B approach is its high computational demands caused by the changing dimensionality of the models. The use of stochastic search variable selection (SSVS) retains the same assumptions about the distribution of SNP effects as Bayes B, while maintaining constant dimensionality. When Bayesian SSVS was used to predict genomic breeding values for real dairy data over a range of traits it produced accuracies higher or equivalent to other genomic selection methods with significantly decreased computational and time demands than Bayes B.

1. Introduction

Traditionally selection to improve profitability of livestock production has been based on phenotypic and pedigree information. However, the availability of dense single nucleotide polymorphisms (SNPs) and dramatic reduction in the cost of acquiring this information has allowed the inclusion of genome wide marker information in the prediction of animals’ breeding values.

Meuwissen et al. (2001) introduced genomic selection as a selection strategy based on genomic breeding values predicted from dense marker data. The method implicitly recognized the fact that quantitative traits such as those affecting profit of livestock production are controlled by the segregation of large numbers of multiple quantitative trait loci (QTLs), and therefore predicts an animal’s breeding value by simultaneously evaluating and summing large numbers of marker effects across the entire genome. The method makes the assumption that the markers are in linkage disequilibrium (LD) with the QTL. The higher the density of the markers is, the greater the level of LD between the markers and the QTL and thus the greater proportion of genetic variance that can be explained by the markers.

In the reference population, where the SNP effects are predicted, the number of marker effects (p) to simultaneously estimate will typically be substantially larger than the number of animals genotyped (n), which leads to the difficulty of an over-saturated model (i.e. p > n). Thus, a model for genomic selection must be able to overcome this problem. The other necessity is a sparse model because of the large number of SNP effects that are zero or close to zero. Subsequently, a crucial question is how to decide whether an SNP is in, or out of the set of SNPs chosen to give the most accurate prediction of breeding values in independent data sets. One potential approach is to use shrinkage methods such as the least absolute shrinkage and selection operator (LASSO), where all SNP effects are included in the predictive set but the smaller effects are shrunk back towards zero (Tibshirani, 1996). Another approach is to use the reversible jump Markov chain Monte Carlo (MCMC) algorithm.
(Green, 1995), which uses a variable dimension model space approach that allows the SNPs in the predictive set to change. Stochastic search variable selection (SSVS) (George & McCulloch, 1993) provides a method to maintain a constant dimensionality across all models but allows the SNPs in the predictive set to change. It allows this by instead of removing all non-significant parameters (those that would be excluded from the predictive set using the reversible jump algorithm) from the model, their effects are limited to values very close to zero.

The major advantage of this method is that the posterior distribution of all parameters can be sampled directly using the Gibbs sampler, instead of using more computationally demanding algorithms such as the reversible jump algorithm. SSVS has been previously used for identifying multiple QTLs (Yi et al., 2003), multivariate regression models (Brown et al., 1998), gene mapping (Swartz et al., 2006) and generalized linear models (George & McCulloch, 1997). It has also been utilized for analysing multi-trait QTL mapping data (Meuwissen & Goddard, 2004), and subsequently to investigate the effect that different methods for defining haplotypes and the effect of the inclusion of the polygenic effect had on the accuracy of genomic selection in simulated data (Calus et al., 2008; Calus & Veerkamp, 2007).

In this paper, we demonstrate that a Bayesian SSVS can be used effectively when compared with other methods for genomic selection using real SNP data. It also provides an viable alternative to more computationally demanding approaches such as Bayes B (Meuwissen et al., 2001).

2. Materials and methods

(i) SNP data

The data set contained 1498 Australian Holstein-Friesian bulls genotyped for the Illumina Bovine50K array. After quality control, 39 048 SNPs remained in the predictive set. The quality control applied to the SNP data is described by Hayes et al. (2009). The reference data set where the SNP effects were predicted contained 1098 bulls born between 1940 and 2000. The phenotypes for these bulls were Australian breeding values (ABV) for protein kg, fat kg, protein percentage, fat percentage and daughter fertility, all deregressed to remove any contribution from relatives (Hayes et al., 2009). Daughter fertility here is defined as the difference between bulls for the percentage of their daughters pregnant 6 weeks after mating start date or 100 days after calving in year-round herds. The validation set contained 400 genotyped bulls proven from the years 2005, 2006 and 2007 with ABV which included information from at least 100 milking daughters to enable comparison with predicted marker estimated breeding value (MEBVs).

(ii) Model

At each locus (total number of loci, \( p \)) there are three possible combinations of two alleles (e.g. A or B), the homozygote of one allele (AA), the heterozygote (AB) and the homozygote of the other allele (BB). These are then quantitatively represented by 0, 1 and 2, respectively. The model fitted to the above data was then

\[
y = \mu + \sum_{j=1}^{q} X_{ij} \beta_j + Zu + e,
\]

where \( y \) is the vector of phenotypes of the trait being analysed for all \( n \) individuals, \( \mu \) is the mean, \( X_{ij} \) is a vector of ones of length \( n \), \( X_{ij} \) is a vector of indicator variables representing the genotypes of the \( j \)th marker for all individuals \((x_{ij} = 0, 1, 2)\), \( \beta_j \) is the size of the QTL effect associated with marker \( j \), \( u \) is the vector of random polygenic effects of length \( n \) (\( Z \) is the associated design matrix) and is assumed to be normally distributed, \( u \sim N(0, \sigma_u^2 A) \) and \( e \) is the residual error also assumed to be normally distributed, \( e \sim N(0, \sigma_e^2 I) \). The polygenic effect was included to remove the effect of population structure to enable more accurate estimation of the SNP effects. Its inclusion has been shown to produce slightly better accuracies of prediction while reducing the bias of the variance components (Calus & Veerkamp, 2007).

(iii) SSVS

The key feature of SSVS compared with Bayes A or B (Meuwissen et al., 2001) is the introduction of a latent or indicator variable, \( \gamma \), into the hierarchical model. This enables the extraction of information relevant to variable selection. The latent variable can take either 1 or 0, representing whether the SNP is included as a significant effect in the model or not. As such, the prior distribution for each SNP effect is a normal mixture conditional on the corresponding \( \gamma \) and the variance that is sampled from an inverse scaled chi-square distribution:

\[
\beta_j | \gamma_j, \sigma_j^2 \sim (1 - \gamma_j)N(0, \sigma_j^2/100) + \gamma_j N(0, \sigma_j^2),
\]

\[
\sigma_j^2 \sim \chi^{-2}(r, S).
\]

At the SNP effect level, this hierarchical prior distribution specification means the SNP effects are sampled from a mixture of two-student \( t \) distributions. The values of \( r \) and \( S \) were calculated as in Meuwissen et al. (2001). The prior distribution of the indicator variable is chosen to reflect the belief of whether an SNP is linked to a QTL. The probability of an SNP being sampled from the smaller or larger distribution is

\[
1 - p(\gamma_j = 0) = p(\gamma_j = 1) = p_i.
\]
Subsequently, the prior distribution for the indicator variable is a Bernoulli distribution:

\[ \gamma_i \sim \text{bernoulli}(p_i). \]

The prior probability \( p_i \) is chosen to reflect the information available on how many QTLs affect the trait of interest. It can be quantified as the number of SNPs expected to be linked to a QTL divided by the total number of SNPs. In genome-wide association studies or genomic selection applications, the expected proportion of QTLs can be reasonably estimated based on knowledge about the trait of interest and previous QTL studies results.

The posterior distribution of the indicator variable can be sampled directly using

\[
p(\gamma_i = 1 | \beta_j, \sigma_j^2, \gamma_{-i}, u, y) \sim \text{bernoulli} \left( \frac{p_j}{p_j + p_i} \right),
\]

where \( \gamma_{-i} \) is all terms of \( \gamma \) except \( \gamma_i \).

The frequency that each SNP appears in the model is shown by the posterior distribution of the indicator variable. SNPs that are included in the model frequently have a high posterior probability and will most likely be linked to a QTL.

(iv) Additional methods

Bayes A, Bayes B and BLUP were also run on the data. Bayes A and Bayes B were as specified in Meuwissen et al. (2001) with the addition of a polygenic effect. A Bayesian BLUP method was also implemented. It is identical to the specification of Bayes A with the exception that all SNPs had a constant equal variance that was sampled once each iteration from an inverse-scaled chi-square distribution.

In order to have Bayes B results for comparison with Bayes SSVS, we also used a modified version of Bayes B approach. The modified version consisted of running Bayes B cycles with the Metropolis Hastings (MH) algorithm every 100 iterations of Bayes A. (Note the Jacobian in the acceptance ratio of the reversible jump algorithm was equal to one thus identical to the MH algorithm). If an SNP effect was found to be zero during these MH iterations then it was set to zero during the subsequent Bayes A cycles. This effectively maintained the same assumptions as Bayes B, while significantly reducing the time required to reach convergence.

(v) Breeding values

MEBVs for bulls in the validation data set were calculated as the sum of the mean, the effects of the SNP genotypes it carried and the polygenic effect,

\[ \text{MEBV} = \hat{\mu} + X\hat{\beta} + \hat{u}. \]

The accuracy of the methods were evaluated on the correlation, the mean square error (MSE) and the regression coefficient of the ABV (assumed to be the true breeding value) on the predicted MEBV. Genomic selection aims to produce breeding values as close as possible to the true breeding value. The ABV was used for comparison as it is a most accurate predictor of the true breeding value and it is regressed according to the amount of information available.

3. Results and discussion

(i) Time to convergence

All methods were run for 10 000 iterations to ensure convergence. This number of iterations was shown to be sufficient for convergence with formal diagnostic methods provided in the package R, coda (Plummer et al., 2007). The use of the SSVS method is analogous to Bayes B in the assumption that the majority of the SNP effects are thought to be very small and insignificant. However, as illustrated in Table 1, the fixed dimensions of the model used in SSVS allow the use of the Gibbs Sampler that is significantly computationally less demanding and consequently quicker than the reversible jump MCMC algorithm or the MH algorithm used in traditional Bayes B. Given the very high computational demand of Bayes B, it was not possible to run this algorithm to convergence. The time to convergence was extrapolated from running Bayes B for 1000 iterations. The Bayes A and Bayes BLUP methods reached convergence in comparable times to Bayes SSVS.

(ii) Comparison of Bayes B and Bayes SSVS results

The correlations between the ABVs and the MEBV predicted for the animals in the validation set by the modified Bayes B and Bayes SSVS for fertility and protein kg traits are shown in Table 2. This shows that the two methods produce almost identical correlations with the ABVs as expected. The MEBV for the
two methods are 99.9 and 98.0% correlated for protein and fertility, respectively. This equivalence in results demonstrates that the Bayes SSVS method does maintain the SNP effect assumptions of the original Bayes B and produce near to identical results. The slightly lower result for fertility is probably due to the non-normality of the trait making it harder to estimate and by the modification of the original Bayes B. The modified Bayes B produced not significantly different but slightly larger MSEs and regression coefficients (results not shown). This is most likely due to the modification to reduce the computational time to convergence. The time taken for the modified version of Bayes B was still 40-fold larger than for the Bayes SSVS that produced identical accuracies (see Table 1).

(iii) Comparison of BLUP, Bayes A, Bayes SSVS results

The logarithm of the MSE, regression and correlation coefficients for the predicted MEBV and ABV for the traits fertility protein kg, fat kg, protein percentage and fat percentage are shown in Table 3. The values shown are the average values for the proven bulls in the years 2005, 2006 and 2007 from the validation data set. BLUP has the highest overall correlation and the lowest MSE between the three methods for protein kg. For the traits, fat kg and protein percentage, Bayes SSVS produces the highest correlations and has the lowest bias; however, there are no significant differences between methods. However, there are significant differences between the methods for fat percentage. These differences in the method accuracies across traits or the apparent ‘trait by method’ interactions can be explained by the distribution of QTLs for the different traits. For example, protein kg has no known genes of large effect and thus BLUP, which uses equal variances across all SNPs, can be used successfully to accurately predict breeding values. In contrast, fat percentage has a known mutation, DGAT1, that is common and acts additively and is known to be responsible for explaining a large percentage of genetic variation for the trait (Grisart et al., 2002). The individual SNP variances that Bayes A

Table 2. Correlation between predicted MEBV and ABV for proven bulls (years 2005, 2006, 2007 and overall) for the modified Bayes B and Bayes SSVS

<table>
<thead>
<tr>
<th>Trait</th>
<th>Bayes B (modified)</th>
<th>Bayes SSVS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein kg</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>0.620</td>
<td>0.627</td>
</tr>
<tr>
<td>2006</td>
<td>0.638</td>
<td>0.646</td>
</tr>
<tr>
<td>2007</td>
<td>0.502</td>
<td>0.490</td>
</tr>
<tr>
<td>Protein kg</td>
<td>Overall</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.575</td>
<td>0.583</td>
</tr>
<tr>
<td>Fertility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td>0.576</td>
<td>0.577</td>
</tr>
<tr>
<td>2006</td>
<td>0.430</td>
<td>0.429</td>
</tr>
<tr>
<td>2007</td>
<td>0.628</td>
<td>0.628</td>
</tr>
<tr>
<td>Fertility</td>
<td>Overall</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.540</td>
<td>0.540</td>
</tr>
</tbody>
</table>

Table 3. MSE, correlation and regression coefficient between predicted MEBV and ABV in the validation data set

<table>
<thead>
<tr>
<th>Method</th>
<th>Measure</th>
<th>Bayes SSVSa</th>
<th>Bayes Aa</th>
<th>Bayes BLUPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein kg</td>
<td>tEBV,ABV</td>
<td>0.583</td>
<td>0.567</td>
<td>0.602</td>
</tr>
<tr>
<td></td>
<td>log(MSE)</td>
<td>4.03</td>
<td>4.06</td>
<td>3.96</td>
</tr>
<tr>
<td></td>
<td>bEBV,ABV</td>
<td>0.987</td>
<td>0.997</td>
<td>1.055</td>
</tr>
<tr>
<td>Fat kg</td>
<td>tEBV,ABV</td>
<td>0.563</td>
<td>0.532</td>
<td>0.563</td>
</tr>
<tr>
<td></td>
<td>log(MSE)</td>
<td>5.18</td>
<td>5.22</td>
<td>5.23</td>
</tr>
<tr>
<td></td>
<td>bEBV,ABV</td>
<td>0.9</td>
<td>0.856</td>
<td>0.988</td>
</tr>
<tr>
<td>Protein %</td>
<td>tEBV,ABV</td>
<td>0.668</td>
<td>0.641</td>
<td>0.655</td>
</tr>
<tr>
<td></td>
<td>log(MSE)</td>
<td>-4.94</td>
<td>-4.88</td>
<td>-4.84</td>
</tr>
<tr>
<td></td>
<td>bEBV,ABV</td>
<td>0.972</td>
<td>0.995</td>
<td>0.887</td>
</tr>
<tr>
<td>Fat %</td>
<td>tEBV,ABV</td>
<td>0.740</td>
<td>0.716</td>
<td>0.646</td>
</tr>
<tr>
<td></td>
<td>log(MSE)</td>
<td>-3.07</td>
<td>-3.24</td>
<td>-3.32</td>
</tr>
<tr>
<td></td>
<td>bEBV,ABV</td>
<td>0.874</td>
<td>0.864</td>
<td>0.925</td>
</tr>
<tr>
<td>Fertility</td>
<td>tEBV,ABV</td>
<td>0.540</td>
<td>0.539</td>
<td>0.538</td>
</tr>
<tr>
<td></td>
<td>log(MSE)</td>
<td>1.51</td>
<td>1.51</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>bEBV,ABV</td>
<td>0.933</td>
<td>0.942</td>
<td>0.905</td>
</tr>
</tbody>
</table>

a Average accuracies reported over validation sets from years 2005, 2006 and 2007.

Fig. 1. SNP effects (%) for fat percentage from Bayes A, Bayes BLUP and Bayes C found on the centromeric end of chromosome 14.
Genomic selection using SSVS

and Bayes SSVS uses, allows effects of a large size not to be penalized (shrunken) as severely as in BLUP. This is clearly shown in Fig. 1, where the percentage each SNP contributes to the total SNP effects are plotted for the three methods for the centromeric end of the bovine chromosome 14. Bayes A and Bayes C have an SNP with an effect significantly greater than zero, while the Bayes BLUP effects for SNP near DGAT1 and surrounding the mutation are close to zero. Bayes SSVS does perform slightly better than Bayes A for fat percentage. The advantage of the Bayes SSVS over Bayes A may be the prior structure consisting of two distributions: a distribution of larger significant effects and a smaller distribution close to zero. This allows the SNP with larger effects to have values in their posterior sampled from the larger distribution, while those SNPs without significance have their effects sampled from the smaller posterior distribution of values very close to zero. Traits with large effects will be more accurately predicted using SSVS than Bayes A as the prior structure allows more variance to be attributed to the larger effects.

4. Conclusion

Bayesian SSVS produced more accurate MEBV for most of the dairy traits in our data set than other methods. The comparison with a modified version of Bayes B showed that it is equivalent and produces the same results with dramatically less computational time required. For traits with a mutation of known large effect such as fat percentage, Bayes SSVS gave significantly higher accuracy of MEBV than the BLUP method as expected given that its prior is closer to the real distribution of effects than that of BLUP. The use of an indicator variable in Bayes SSVS would also allow the premeditated inclusion of SNPs in a model that are known to be linked to QTL of biological importance. Instead of using a single value to set the prior probability for all SNPs a vector of probabilities could be used as prior probabilities to allow more prior information to be included should it be available. Overall, this study has shown that the Bayes SSVS method provides reduced computational time and accurate results when using real dairy data to predict genomic breeding values and provides a viable alternative to other Bayesian methods for genomic selection.

The authors would like to thank Mehdi Khatkar and Herman Raadsma for provision of part of the data used in this paper.
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Abstract
Genomic selection describes a selection strategy based on genomic estimated breeding values (GEBV) predicted from dense genetic markers such as single nucleotide polymorphism (SNP) data. Different Bayesian models have been suggested to derive the prediction equation, with the main difference centred around the specification of the prior distributions.

Methods: The simulated dataset of the 13\textsuperscript{th} QTL-MAS workshop was analysed using four Bayesian approaches to predict GEBV for animals without phenotypic information. Different prior distributions were assumed to assess their affect on the accuracy of the predicted GEBV.

Conclusion: All methods produced GEBV that were highly correlated with the true breeding values. The models appear relatively insensitive to the choice of prior distributions for QTL-MAS data set and this is consistent with uniformity of performance of different methods found in real data.

Background
Genomic selection describes a technique for evaluating an animal’s breeding value by simultaneously evaluating and summing marker effects across the genome. It uses panels of SNPs covering the whole genome so that ideally all QTL are in linkage disequilibrium with at least one marker, thereby maximizing the proportion of genetic variance explained by the SNPs.

Meuwissen et al (2001) [1] presented three models to produce GEBV. The first invoked the infinitesimal model assumption such that all SNPs had effects derived from the same normal distribution. The other approaches used a Bayesian framework to apply hierarchical models with different prior distributions assuming unequal variances across the SNP, resulting in a t distribution for prior distribution for the QTL effects. The specification of the prior distributions of the QTL effects has been reported to be important to the accurate prediction of breeding values and when mapping multiple QTL across the entire genome [2].

The aim of this study was to assess the effect that different prior distributions and subsequently the models using these priors, had on the accuracy of estimated GEBV using the 13\textsuperscript{th} QTL-MAS simulated data set where we had no prior knowledge of the trait’s distribution of QTL effects.

Methods
Model
At each loci (total number of locus, p) there are three possible combinations of two alleles (e.g. A or B), the homozygote of one allele (AA), the heterozygote (AB) and the homozygote of the other allele (BB). These are then quantitatively represented by 0, 1 and 2 respectively. Subsequently, phenotypic records at each time point were modelled as:

\[
y = \mu + \sum_{j=1}^{q} X_j \beta_j + Zu + e
\]

where y is the vector of phenotypes of the trait being analysed for all n individuals, µ is the mean, \( I_n \) is a vector of ones of length n, \( X_j \) is a vector of indicator
variables representing the genotypes of the $j^{th}$ marker for all individuals $(x_{ij}=0,1,2)$, $\beta_j$ is the size of the QTL effect associated with marker $j$, $\mathbf{u}$ is the vector of random polygenic effects of length $n$ ($Z$ is the associated design matrix) and is assumed to be normally distributed, $\mathbf{u} \sim N(0, \Sigma)$ where $\Sigma$ is the pedigree derived additive genetic relationship matrix and $\mathbf{e}$ is the residual error also assumed to be normally distributed, $\mathbf{e} \sim N(0, I \sigma^2_e)$ where $I$ is the $n \times n$ identity matrix. The prior distributions for the variances of the random polygenic effects and the residual were uninformative flat priors of the form $X^2(\nu, \nu)$ and 530). The GEBV at each time point were calculated as $\text{GEBV} = \bar{y} + \mathbf{x}\mathbf{b} + \hat{u}$.

**Prior distributions for SNP effects and algorithms**

Four differing sets of prior distributions were assessed and the specifications are shown in Table 1. The Bayes BLUP model assumed the same variance for the normal distribution from which the SNP effects were assumed to be derived (maintaining the infinitesimal assumptions for traditional BLUP). The variance of the normal distribution was sampled once every MCMC iteration using a Gibbs Sampler. The SNP effects were subsequently sampled from this normal distribution. The model termed Bayes A [1] assumes that the SNP effects come from a t-distribution. This is because an efficient Gibbs sampling scheme to sample the SNP effects from their posterior distributions is to a sample SNPs specific variance from an inverse chi-square distribution, then use this variance to define the normal distribution from which the SNP effect is sampled [1]. The values for the inverse scaled chi square hyper parameters( $r$ and $S$) were calculated as in Meuwissen et al (2001) [1].

The other two models assumed mixture distributions for the SNP effects reflecting the assumption that there is a large number of SNPs with zero or near zero effects and a second smaller set of SNPs with larger significant effects. A Bayes A/B “hybrid” method was used. This approximation to Bayes B [1] was used to keep computational and time demands reasonable. In this algorithm, after every k Bayes A iterations, Bayes B via the reverse jump algorithm is employed. The Reverse Jump algorithm [3] is run multiple times per SNP and then any SNP with a final state of zero in the current Bayes B iteration is set to zero for the subsequent k iterations of the Bayes A. This maintains the correct transitions between models of differing dimensionality. The prior distributions are identical to that of the original Bayes B using a mixture prior distribution for the SNP variance allowing a proportion, $1-\pi$, to be set to zero. The other proportion $\pi$ is sampled from the same mixture distribution as Bayes A. See Meuwissen et al (2001) for more details of priors and conditional distributions used.

A faster alternative to both the Bayes A/B hybrid and Bayes B is to use Stochastic Search Variable Selection (SSVS) [4] (Bayes C [5,6]). This avoids the problem of the changing dimensionality of the models by providing a technique to maintain constant dimensionality across all models while still allowing the SNP in the predictive set to change. Instead of removing all non-significant parameters, their posterior distributions are limited to values close to zero. The major advantage of this method is that it can be implemented using the Gibbs sampler instead of the more computationally demanding algorithms such as the reverse jump algorithm. The indicator variable ($\gamma$) determines whether the $i^{th}$ SNP effect is sampled from the larger distribution (i.e. significant effect) or from the small distribution with near zero effects (see Table 1). The prior values of $\pi$ (the proportion sampled from the non-zero distribution or the larger distribution respectively) for both Bayes A/B and Bayes C was set to 0.05, reflecting the fact that with 435 SNP, it appeared reasonable to expect at least 21 SNP to have a linear relationship (eg. appeared to form the asymptotes etc., the GEBV at time point 600 was explored. However, there was little information available to estimate any inflection points or asymptotic values. The GEBV estimated at time points 265, 397 and 530 were found to have a linear relationship (eg. appeared to form the linear part of the growth curve). Consequently, as there was no other information available after time point 530 to predict asymptotes etc., the GEBV at time point 600 were estimated by fitting a linear regression through the breeding values at the three linear time points (265, 397 and 530).

**Results and Discussion**

**Prediction of breeding values at time point 600**

The problem of how to model the time series data and estimate GEBV at time point 600 was explored. However, there was little information available to estimate any inflection points or asymptotic values. The GEBV estimated at time points 265, 397 and 530 were found to have a linear relationship (eg. appeared to form the linear part of the growth curve). Consequently, as there was no other information available after time point 530 to predict asymptotes etc., the GEBV at time point 600 were estimated by fitting a linear regression through the breeding values at the three linear time points (265, 397 and 530).

---

**Table 1 Prior Distribution Specifications**

<table>
<thead>
<tr>
<th>Method</th>
<th>Prior Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayes BLUP</td>
<td>$\beta_i \sim (\sigma^2 \cdot N(0, \sigma^2))$</td>
</tr>
<tr>
<td>Bayes A</td>
<td>$\beta_i \sim (\sigma_i \cdot N(0, \sigma^2))$</td>
</tr>
<tr>
<td>Bayes A/B (Hybrid)</td>
<td>$\beta_i \sim (\sigma_i \cdot N(0, \sigma^2))$</td>
</tr>
<tr>
<td>Bayes C</td>
<td>$\beta_i \sim (Y \cdot N(0, \sigma^2))$</td>
</tr>
</tbody>
</table>

$\beta_i$ is the effect for the $i^{th}$ SNP and $\gamma$ is the indicator variable for the $i^{th}$ SNP.
Breeding values
The correlations between the GEBV (t=600) predicted by the alternative methods for the validation population containing the 50 full sib families without phenotypes are shown in Table 2. Correlations were extremely high between all methods other than BLUP and consequently GEBV appeared relatively insensitive to the model used when assuming unequal variances. Correlations, mean square errors, the accuracy of predicting the first 100 animals (rank) and the bias (regression coefficient) between the predicted and true breeding values are shown in Table 3. While there is no significant difference between the methods, Bayes A/B performed the best of the methods producing the lowest MSE, highest correlation and rank but was slightly more biased than Bayes C and Bayes BLUP, but not significantly. Interestingly while Bayes C has very similar hierarchical prior distributions it does worse than Bayes A/B. Further optimisation of the prior probability of π for Bayes C increased the accuracy (results not shown). The optimal value for π was 0.3 (values tested were 0.05, 0.1, 0.2, 0.3, 0.4, 0.6 and 1). This produced results more similar to the results seen for Bayes A/B. This does highlight the importance of the correct assumption of the proportion assigned to the smaller and larger distributions in a mixture model. This difference between these two methods may demonstrate that Bayes C is more sensitive to an incorrect assumption about this proportion. The inclusion of the polygenic effect in the model (not simulated in the data) only slightly reduced the accuracy of prediction (.01) but not significantly (results not shown). It was included in the model as its inclusion was shown to produce slightly better accuracies of prediction while reducing the bias of the variance components[7].

Bayes BLUP produced a significantly different set of GEBV. This is evident by the much lower correlations with the other methods and difference in regression coefficients between BLUP and the other methods. Despite these differences Bayes BLUP produces good accuracy and a low MSE (Table 3). Hayes et al (2009) [8] reports that New Zealand, Australian, the Netherlands and United States studies all found that BLUP gave lower accuracy of GEBV than Bayesian Methods for traits where there is a single QTL that explains a large proportion of the genetic variance e.g. DGAT1 for Fat Percentage. In the current dataset a finite number of QTL were simulated where the largest amount of genetic variance explained by a single QTL was 10.5%. Despite this, Bayes BLUP is still able to produce very accurate GEBV compared to the other methods. One reason this occurs may be that a number of SNPs are required to pick up the effect of a single QTL, resulting in large numbers of SNPs with small effects, which matches the prior distribution of BLUP. However if the percentage of genetic variance explained by a single QTL was to be larger, Bayes BLUP could be expected to produce worse results. Thus this caveat to using Bayes BLUP should be considered when using this method.

Conclusion
All methods produced GEBV that were highly correlated (greater than 0.85) with the true breeding values despite diverse assumptions and prior distributions. This indicates that the hierarchical model is relatively insensitive to the choice of prior distributions for this data set. Thus all models perform well and this is consistent with the general uniformity of performance found across methods in real data. [8]. Despite the general equality in the performance of the different methods, it is still recommended that any information about a trait’s QTL effect distribution and phenotypic data should be used to determine the choice of model, prior distributions and setting of the hyper parameters. This will maximise the likelihood of calculating the most accurate GEBV possible.
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ABSTRACT

The objective of this study was to investigate the genetic basis of energy balance (EB) and the potential use of genomic selection to enable EB to be incorporated into selection programs. Energy balance provides an essential link between production and nonproduction traits because both depend on a common source of energy. A small number (527) of Dutch Holstein-Friesian heifers with phenotypes for EB were genotyped. Direct genomic values were predicted for these heifers using a model that included the genotypic information. A polygenic model was also applied to predict estimated breeding values using only pedigree information. A 10-fold cross-validation approach was employed to assess the accuracies of the 2 sets of predicted breeding values by correlating them with phenotypes. Because of the small number of phenotypes, accuracies were relatively low (0.29 for the direct genomic values and 0.21 for the estimated breeding values), where the maximum possible accuracy was the square root of heritability (0.57). Despite this, the genomic model produced breeding values with reliability double that of the breeding values produced by the polygenic model. To increase the accuracy of the genomic breeding values and make it possible to select for EB, measurement and recording of EB would need to improve. The study suggests that it may be possible to select for minimally recorded traits; for instance, those measured on experimental farms, using genomic selection. Overall, the study demonstrated that genomic selection could be used to select for EB, confirming its genetic background.

Key words: energy balance, genomic selection, dairy cow, genetic variation

INTRODUCTION

Due to declining calving performance and conception rates at first service (Royal et al., 2000) many countries have introduced measures of fertility into national selection indices to address declining fertility rates in dairy cattle (Miglior et al., 2005). One explanation for these declining rates is the difference between energy intake and energy usage that occurs during early lactation. This difference is defined as energy balance (EB). Energy balance provides an essential link between production and nonproduction traits because both depend on a common source of energy. This energy must be partitioned efficiently to maintain production levels as well as the animal’s ability to remain healthy and fertile. Severe negative energy balance (NEB) during early lactation has been cited as an underlying cause of the negative relationship of health and fertility with production (Butler and Smith, 1989; Jorritsma et al., 2003; Pryce et al., 2004). Recently, the major focus had been on trying to overcome the NEB problem by modifying the diet during the dry period (Dewhurst et al., 2000; Agenäs et al., 2003; McNamara et al., 2003; Garnsworthy et al., 2008a,b). Other suggested approaches to overcome NEB include varying the length of the dry period (Watters et al., 2009) and the frequency of milking (McNamara et al., 2008). However, estimates of genetic parameters suggest that EB is not only a consequence of a poor match between nutrition and production, but is also genetically induced (Veerkamp, 1998; Veerkamp et al., 2003; Coffey et al., 2004; Friggens et al., 2007). Veerkamp (1998) reviewed the results of different studies that reported genetic correlations for a variety of energy measures and milk yield, with values ranging from −0.05 to −0.91 and heritabilities for energy traits that ranged from 0.19 to 0.69. Coffey et al. (2004) demonstrated that distinct genetic lines responded differently to a range of diets and differed in the time taken to return to positive EB. Similarly, Friggens et al. (2007) concluded that variability among animals on a stable nutritional diet could not be accounted for by...
environmental factors and indicated a genetic basis for EB. Thus, an alternative to management approaches may be to select animals that are genetically predisposed to maintain a better EB.

Accounting for EB in selection programs is complicated, because measuring feed intake in progeny testing schemes is not practical. Currently, much attention has been placed on the implementation of genomic selection. Genomic selection uses genomic information to predict and select animals based on their direct genomic values (DGV), predicted directly from SNP information, or their genomically enhanced breeding values, which are calculated by blending the DGV with conventional proofs. Genomic prediction simultaneously estimates the marker effects and creates an equation to predict DGV for genotyped selection candidates, including (young) animals that do not have phenotypic records. The recent implementation of genomic selection has been shown to increase both selection accuracy and genetic gain over traditional selection methods (Hayes et al., 2009).

In this study, we examined whether genomic prediction could be used to estimate DGV for EB using a small Dutch experimental farm data set. Our objective was to demonstrate the genetic basis of EB and the potential use of genomic selection to facilitate inclusion of EB in selection programs.

**MATERIALS AND METHODS**

**Data**

Data on 613 Holstein-Friesian heifers born between 1990 and 1997 were collected during the first 15 wk of lactation; 450 cows participated in the breeding program of CRV (Arnhem, the Netherlands) and 163 cows originated from the experimental farm (t’Gen, the Netherlands). All animals were housed together on a single farm under the same environmental and management influences. All cows were fed ad libitum. Live weight, feed intake, and milk yield were measured on 565 of the animals. Milk samples were taken on a fixed day of the week for measurement of fat, protein, and lactose yields. Feed intake was recorded daily using automated feed intake units. Live weight was recorded once a week. Energy balance (MJ/d) was calculated using the method described in Veerkamp et al. (2000) as the difference between energy intake and the calculated energy requirements for milk, fat, and protein yields, and maintenance costs as a function of live weight. Energy balance values across wk 2 to 15 were averaged, where possible, to give an overall EB phenotype. Comprehensive details on the data used can be found in Veerkamp et al. (2000). Raw EB phenotypes were preadjusted for year-season of calving and age at calving (linear, quadratic) using ASReml (Gilmour et al., 2006), because their inclusion was not feasible in the final model because of software limitations. The residuals from this analysis were used as the EB phenotypes for the prediction of breeding values.

In total, 588 of the 613 heifers had known pedigrees and these were genotyped using the Illumina 50K SNP panel (54,001 SNP in total; Illumina, San Diego, CA). The quality control criteria for selecting the final set of SNP were a call rate of >90%, a GenCall score >0.2, and a GenTrain score >0.55 (Illumina descriptive statistics relating to genotype quality), a minor allele frequency of >2.5%, and a lack of deviation from Hardy-Weinberg equilibrium, χ^2 <600 (Wiggans et al., 2009). Animals with greater than 5% missing SNP genotypes were removed. Non-Mendelian error checks identified genotypes of daughters that were inconsistent with their dams. A further, more comprehensive pedigree check was performed by comparing the coefficients of the additive genetic relationship matrix and the genomic relationship matrix (G matrix) calculated via the first method described in VanRaden (2008). This enabled inconsistencies between recorded half and full siblings to be examined. Animals with many inconsistencies between the pedigree and G matrix were removed. After all editing steps, 43,011 SNP and 548 animals were retained. Of these 548 animals, 527 had phenotypes for EB.

**Statistical Analysis**

**Models.** Two models using Gibbs sampling were applied to estimate additive breeding values. One model included the available SNP information. This model used stochastic search variable selection (SSVS; George and McCulloch, 1993), which introduces an indicator variable I_j that determines whether SNP j has a large significant effect or whether the effect is insignificant and is therefore scaled back toward zero. The indicator variable for each locus j has a Bernoulli prior distribution:

\[ I_j \sim \text{Bernoulli}(p) \]

The prior probability p is chosen to reflect the information available on how many QTL affect the trait of interest. It can be quantified as the number of SNP expected to be linked to a QTL divided by the total number of SNP. For a complex trait such as EB, it was assumed that about 1% of the SNP were linked to a QTL (p = 0.01).
The SNP model can be expressed as follows:

\[ y = 1_n \mu + \sum_{j=1}^{m} \left( X_j q_j \right) + Zu + e, \]

where \( y \) is the vector of phenotypes of the trait being analyzed for all \( n \) individuals, \( 1_n \) is a vector of ones of length \( n \), \( \mu \) is the mean, \( m \) is the number of SNP markers, \( X_j \) is the \((n \times k)\) design matrix containing the information on the possible \( k \) alleles at the \( j \)th marker for all individuals (where \( x_{jk} = 0, 1, 2 \), having 0, 1, or 2 copies of the \( k \)th allele, respectively), \( q_j \) is the vector \((k \times 1)\) containing the effects of all \( k \) possible alleles at locus \( j \) where \( q_k \) are drawn from a standard normal distribution \( N(0,1) \), \( u_j \) is the standard deviation of the allelic effects at locus \( j \) and is dependent on whether the locus effect is considered significant using the indicator variable, \( u \) is the vector of random additive polygenic effects of length \( n \) (\( Z \) is the associated design matrix) and is assumed to be normally distributed, \( u \sim N \left( 0, \sigma_u^2 A \right) \), where \( A \) is the pedigree-derived additive genetic relationship matrix, and \( e \) is the residual error also assumed to be normally distributed, \( e \sim N \left( 0, \sigma_e^2 I \right) \), where \( I \) is the \( n \times n \) identity matrix.

Note that the allelic substitution effect of a locus \( j \) can be calculated from the estimated effects as \( a_j = (q_{j2} - q_{j0})/2 \), where \( q_{j0} \) is the effect of allele 1 \( (2) \) at locus \( j \). For the full specification of the priors used and an alternative formulation of the model, see Calus et al. (2008) and Meuwissen and Goddard (2004). The DGV were calculated as the sum of estimated SNP effects and the polygenic effect:

\[ DGV = \sum_{j=1}^{q} \left( X_j q_j \right) + \hat{u}_i. \]

The second model used was a simple additive polygenic model: \( y = 1_n \mu + Zu + e \), where the EBV calculated by this model were the estimated polygenic effects for each animal \( (EBV = \hat{u}_i) \). Both models were run for 10,000 iterations to ensure convergence, with the first 1,000 iterations used as burn in.

**Validation.** Because of the small size of the data set, a 10-fold cross validation approach was carried out to assess the accuracy of predicted breeding values. The data set was randomly partitioned into 10 subsets each containing 10% of the data. Each subset was retained once as the validation data set and the remaining 9 became the reference sets. Results from the reference sets were then used to predict breeding values of animals in the validation set. Accordingly, each animal appeared only once in a validation set and had only one predicted DGV.

The DGV and EBV were assessed using accuracy, \( r_{yy} \), defined as the Pearson correlation of the predicted breeding values (DGV or EBV) \( (\hat{y}) \) and the phenotypes \( (y) \). The maximum achievable accuracy due to the correlation being between phenotypes and predicted breeding values was equal to the square root of the heritability of the phenotypes. The observed heritability for EB was estimated by fitting a model with year-season and age at calving (linear and quadratic regression) as the fixed effects and a random animal effect \( (a) \). The random animal effect was assumed normally distributed, \( a \sim N \left( 0, \sigma_a^2 G \right) \), where \( \sigma_a^2 \) was the additive genetic variance and \( G \) was the genomic relationship matrix calculated via the first method described in VanRaden (2008). Deriving the heritability this way has been shown to produce estimates much closer to the true value than using the pedigree-based relationship matrix (Hayes and Goddard, 2008).

Because no daughter yield deviations (DYD) or reliable breeding values were available, the predicted breeding values (DGV and EBV) were compared with phenotypes. Most studies estimating accuracies of DGV use DYD or reliable EBV predicted for proven bulls and consequently report accuracies of selection \( (r_{yy}) \) and reliabilities \( (r_{yy}^2) \) that compare DGV and the closest estimate of the true breeding values \( (g) \). Thus, for these studies the accuracy of selection was calculated (Daetwyler et al., 2008; Goddard, 2009) as

\[ r_{yy} = \sqrt{\frac{\lambda h^2}{h^2 + 1}}, \]

and \( \lambda = \frac{n_p}{n_G} \),

where \( h^2 \) is the observed heritability, \( n_p \) is the number of phenotypic records, and \( n_G \) is the number of effective QTL or chromosome segments. This function can be used when the accuracy is calculated using the correlation between the predicted DGV and phenotypes \( (r_{yy}) \). Falconer and Mackay (1996) state that \( r_{yy} = \sigma_{\hat{y}} / \sigma_y \). The accuracy between DGV and phenotypes can be similarly expressed as \( r_{yy} = \sigma_{\hat{y}} / \sigma_y \). And \( r_{yy} \) can be denoted as:
which can be rewritten as \( r_{yy} = r_{gg} \times \sqrt{h^2} \), and when combined with [1] gives

\[
r_{yg} = \frac{\lambda h^4}{\sqrt{\lambda h^2 + 1}}.
\]

Hence, \( r_{yg} \) can also be transformed into \( r_{yg}^2 \). The accuracy, \( r_{yg}^2 \), was used to calculate the number of QTL affecting EB and the number of records needed to improve the accuracy of the predicted DGV.

RESULTS

The pedigree check step for data quality control proved a very effective additional measure to identify any animal that had an incorrectly recorded pedigree or where an animal may have been misidentified. It allowed checking of half-sibling and full-sibling relationships, which is not possible using non-Mendelian checking. Figure 1 effectively illustrates the additional information contained in the SNP data about the relatedness of the animals. This is most obviously shown by the monozygotic twins that have a marker relationship of 1 (because of identical DNA) but are recorded as full sibs in the pedigree. The negative marker relationships are due to the method used to calculate the G matrix, which ideally uses the allele frequencies that were present in the base population (VanRaden, 2008). However, because the frequencies in the base population were unknown, the G matrix was calculated using the allele frequencies in the available highly selected population resulting in negative marker relationships.

The accuracies \( (r_{yg}) \) of predicting phenotypes for the 2 models and the \( r_{yg}^2 \) are shown in Table 1. Transformed values, using [1] to give the accuracies of selection \( (r_{yg}) \) and reliabilities \( (r_{yg}^2) \), are also shown. The model that included the SNP information yielded an overall accuracy of 0.29, which was higher than the overall accuracy of 0.21 produced by the polygenic model.

The calculated reliability \( (r_{yg}^2) \) of the DGV is double that of the EBV produced by the polygenic model. This implies that the DGV explained twice as much variation as the EBV, which is also illustrated by the range of breeding values (see Figure 2). The predicted DGV and EBV were positively correlated with a value of 0.70.

The heritability for EB was estimated separately, as described earlier, with a moderate value of 0.325 (SE = 0.12). This value was then used with the accuracy \( r_{yg} \) and number of phenotypic records to predict the number of effective QTL for EB. A total of 472 effective QTL were predicted. Figure 3 shows a plot of \( r_{yg}^2 \) (\( r_{yg}^2 \) is provided for comparison on the second y-axis) against the number of effective QTL for differing heritabilities where the number of records was kept constant at the available number of 527. This shows the effect that the number of effective QTL would have on the expected accuracies and reliabilities of the DGV. It demonstrated

**Table 1.** Accuracies and reliabilities\(^1\) of direct genomic values (DGV) and EBV

<table>
<thead>
<tr>
<th>Model(^2)</th>
<th>( r_{yg} )</th>
<th>( r_{yg}^2 )</th>
<th>( r_{yg}^2 )</th>
<th>( r_{yg}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGV</td>
<td>0.294</td>
<td>0.516</td>
<td>0.086</td>
<td>0.265</td>
</tr>
<tr>
<td>EBV</td>
<td>0.211</td>
<td>0.370</td>
<td>0.044</td>
<td>0.135</td>
</tr>
</tbody>
</table>

\(^1\) \( r_{yg} \) = Pearson correlation between the predicted breeding values \( (\hat{g}) \) and the phenotypes \( (y) \); \( r_{yg}^2 \) = accuracy of selection [comparing the predicted breeding values \( (\hat{g}) \) and the true breeding values \( (g) \)]; \( r_{yg}^2 \) = reliability of the predicted phenotypes; and \( r_{yg}^2 \) = reliability of the predicted breeding values.

\(^2\) DGV was predicted using the model that included both the SNP and polygenic effects, and EBV was predicted using the model that included only the polygenic effect.
that the greater the number of QTL affecting the trait, the lower the expected accuracy and reliability. This is because of a lack of information available in the limited number of phenotypes to be able to accurately estimate large numbers of QTL effects. Figure 3 also illustrates that this reduction in reliability, as the number of effective QTL increases, is more gradual for higher heritabilities.

The number of total records needed to improve the accuracy was also investigated and results are shown in Figure 4. The heritability was set at the observed value for EB (0.325). It is evident from Figure 4 that the number of effective QTL has a significant effect on the number of records needed to improve the accuracy. The greater the number of effective QTL, the larger the number of phenotypic records required to reach higher accuracies and reliabilities. We predicted that 5,818 records with phenotype and genotype information would be needed for an \( r_{yg}^2 \) of 0.24 (\( r_{gg}^2 \) of 0.80) for EB with the predicted 472 effective QTL.

**DISCUSSION**

The objective of this study was to demonstrate the genetic basis of EB and show that it could be incorporated into selection programs using genomic selection based on a limited reference population. Energy balance is a minimally recorded trait and consequently only a small number of phenotypic records was available. Despite the limitation on available data, genomic prediction was able to produce accuracies greater than a traditional polygenic model. Thus, the results indicated that EB could be estimated using genomic prediction. The low accuracy gained can be explained as a direct result of the small number of phenotypic records and the moderate heritability found for this trait. The heritability calculated with this data set was consistent with results of other studies (Veerkamp,
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An increase in the number of available records would also
allow for an increase in the accuracy of predicted DGV
as indicated in other studies (Hayes and Goddard, 2008;
Goddard, 2009). The required increase could occur only
if the measurement and recording of EB improved.

Because of infrequent recording of EB, a seemingly
obvious solution would be to immediately select for a
widely recorded trait such as BCS to reduce NEB indi-
directly. The problem with using BCS is that after the
first 60 DIM, the genetic correlations between EB and
BCS decrease markedly (Huttmann et al., 2009). How-
ever, until the recording of EB increases to useful levels,
BCS does provide a viable option to attempt to select
animals with a better EB. In the future having both EB
and BCS phenotypes available should allow for the best
prediction of energy partitioning and utilization.

The model used to predict the DGV could also be
used for whole-genome association studies. Thus, the
produced posterior probabilities of SNP were examined
to see if there were any significant associations with
EB. Because of the small number of records and large
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stream promoter transcription factor II (COUP-TFII); 
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homeostasis and energy metabolism (Xu et al., 2008;
Li et al., 2009). It has also been reported as regulating
growth hormone receptor 1A promoter activity (Xu et
al., 2004), mediating progesterone, and controlling es-
trogen levels and thus involved in reproduction (Klinge
et al., 1997; Nakshatri et al., 2000; Takamoto et al.,
2005; Kurihara et al., 2007; Petit et al., 2007). Although
the results of this association study are not conclusive
and further validation is required, COUP-TFII appears
to be a good candidate gene for EB.

Despite being unable to establish QTL conclusively
associated with EB, results of the study allowed an esti-
mation of the number of effective QTL influencing EB.
Given the nature and complexity of EB, the number
of predicted effective QTL (472) was plausible. The
relationships with both production and nonproduction
traits mean that numerous genes and pathways could
be involved in the variation observed in EB. Previous
whole-genome association studies of residual feed intake
and other traits related to EB in beef cattle identify
between 4 and 120 QTL affecting the traits studied
(Barendse et al., 2007; Sherman et al., 2009). These
values are significantly lower than the predicted 472,
but reflect the power of the studies to detect significant
QTL and the number of SNP (which were 2,194 and
8,786 respectively), rather than the true number of ef-
fective QTL. An increase in the number of phenotypic
records would also allow genome-wide association stud-
ies for EB in dairy cattle to identify possible candidate
genes affecting the trait and would provide a better
idea of the effective number of QTL.

The ability to select and include EB in selection indi-
ces may indirectly increase the genetic gain for fertility
traits. The interval between calving and start of luteal
activity (C-LA) has been demonstrated to be an in-
dicator of fertility during later lactation (Darwash et
al., 1999; van der Lende et al., 2004; Petersson et al.,
2007). Veerkamp et al. (2000) reported genetic correla-
tions between EB and C-LA of −0.60 (and −0.49 for
C-LA adjusted for milk, fat, and protein). A moderate
to high genetic correlation similar to what was previ-
ously reported would mean that genetic gain for EB
should also result in improved fertility. For example, if
a bull had 25 daughters, the accuracy of selection for
the bull’s EBV would be 0.40 for fertility (assuming a
heritability of 0.03), whereas the accuracy of selection
for the bull’s EBV would be 0.83 for EB. Thus, given
a genetic correlation of −0.5, the accuracy of selection
for fertility using EB would be 0.41. Consequently, for
bulls with this number of daughters or fewer, selection
using EB would result in greater genetic gain for fertil-
ity compared with selecting for fertility itself. However, as the number of offspring per bull increases beyond 25, the benefit of using EB rather than fertility is lost, such that selection for fertility itself will produce better genetic gains. Thus, the use of EB in selection indices, in addition to fertility, may prove beneficial and result in increased genetic gain for fertility.

In addition to the possible benefits of improved fertility, EB could be used with feed intake data to select animals for feed efficiency (Veerkamp, 1998) or to reduce methane emission (Hegarty et al., 2007). Improving feed efficiency could be economically desirable because feed costs contribute the greatest proportion to production costs (Simm et al., 1994). However, feed efficiency data alone cannot distinguish whether the energy is used for production or maintenance. This may result in selection of animals with low intake and high yield that, consequently, have problems related to high NEB. Thus, NEB and improved feed efficiency (or intake) data should be considered simultaneously to effectively reduce the feeding costs while not having detrimental effects on the animals’ health and fertility.

Many other traits including several fertility and reproduction traits such as milk progesterone profiles and milk quality traits are difficult to record. Accounting for these traits, like EB, in selection has been complicated, because measuring them in progeny testing schemes is not practical. This study demonstrates that it is possible for such traits with similar heritabilities and expected number of QTL to produce DGV with accuracies >0.8 when there are more than approximately 2,600 (2,581 predicted for EB) phenotypic records available for use as the reference population. This demonstrates that it is possible to select for these traits using genomic selection by combining data from experimental and nucleus herds, where individually there are a limited numbers of raw phenotypic records.

The statistical approaches used in this study are generally accepted as appropriate for genomic prediction. Genomic prediction is often performed using a 2-step procedure in which the input phenotypes are precorrected so that the model predicting the DGV includes only the mean, polygenic, and SNP effects. Because precorrection will always introduce a new source of error, our preference would be to include all fixed effects in the models used to predict the breeding values. There is ongoing development of the genomic prediction program used, to allow the inclusion of multiple discrete and continuous fixed effects in a single model.

CONCLUSIONS

The use of SNP information to predict DGV is shown to explain variation among the EB of animals, confirming the genetic background of EB. The use of SNP information showed an increase in the accuracy of selection for EB over the simple polygenic model. However, the extent of recording would need to be improved to increase the accuracy. In the future, selection for EB could be performed using genomic selection, which could provide a valuable tool in finding a balance between production and nonproduction traits.
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