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ABSTRACT. The Wess-Zumino-Witten model defined on the group SU(2) has a unique (non-trivial) simple current of conformal dimension \( k/4 \) for each level \( k \). The extended algebra defined by this simple current is carefully constructed in terms of generalised commutation relations, and the corresponding representation theory is investigated. This extended algebra approach is proven to realise a faithful ("free-field-type") representation of the SU(2) model. Subtleties in the formulation of the extended theory are illustrated throughout by the \( k = 1, 2 \) and 4 models. For the first two cases, bases for the modules of the extended theory are given and rigorously justified.

1. INTRODUCTION

1.1. Motivation and Outline. This work initiates a series of articles devoted to the study of conformal field theories reformulated in terms of an extended algebra, in which the algebra is augmented by a simple current.

The extension studied here is that of the diagonal Wess-Zumino-Witten models defined on SU(2) \([1,2]\). These models are unitary, rational conformal field theories parametrised by a non-negative integer \( k \) called the level. The irreducible (unitarisable) representations from which the (chiral) conformal field theory is constructed are the level-\( k \) integrable highest weight modules of \( \widehat{\mathfrak{sl}}(2) \) \([3,4]\), of which there are \( k+1 \). We denote the corresponding highest weight states by \( |\psi_\lambda\rangle \), for \( \lambda = 0,1,\ldots,k \), so \( \lambda \) labels the corresponding \( \mathfrak{sl}(2) \)-weight. Among the corresponding primary fields \( \psi_\lambda (z) \), there is a unique (non-trivial) simple current \( \phi \equiv \psi_0 \) (when \( k \neq 0 \)), whose fusion rules take the form \([5]\)

\[
\phi \times \psi_\lambda = \psi_{k-\lambda}.
\]

This simple current therefore acts as a permutation on the irreducible modules of the chiral theory. In particular, \( \phi \times \phi = \psi_0 \), the identity.

The construction considered here consists in augmenting the \( \widehat{\mathfrak{sl}}(2) \) symmetry algebra of the theory by including the modes of the simple current. It is actually convenient to consider the corresponding multiplet of zero-grade descendant fields, rather than just the affine primary, whose corresponding states form an irreducible representation of \( \mathfrak{sl}(2) \). We will therefore enlarge our algebra to include the modes of each zero-grade field \( \phi^{(n)} (z) \), \( n = 0,1,\ldots,k \). Because these fields each have conformal dimension \( k/4 \) (see Equation (1.9)), this augmentation will in general lead to an extended algebra defined by generalised commutation relations. Our aim is to precisely define the structure of this extended algebra.
We note that such an investigation of this extended symmetry algebra has already been carried out for $k = 1$ \cite{6,7}, under the guise of spinon bases. For higher values of $k$, our description differs from the spinon formalism presented in \cite{8,9}, in that our algebra is generated by the simple current $\phi = \psi_k$ rather than $\psi_1$, whose fusion rules with the different primary fields are more complicated than a simple permutation. We present here a formalism which applies to the SU(2) models for all $k$, providing a detailed model for similar treatments of more general extended symmetries.

Reformulations of conformal field theories of the type considered here are of particular interest in that they embody a quasi-particle description of the space of states, that is, the states are generated by the repeated action of the simple current modes. This action is subject to restriction rules that can be interpreted as a generalised exclusion principle. Such quasi-particle reformulations have a number of immediate implications, the most obvious being that they shed new light on the representation theory of the class of models under consideration. In the particular case of the Wess-Zumino-Witten models, this translates into a novel point of view on the representation theory of affine Lie algebras.

The key point underlying this quasi-particle reformulation is the absence of singular vectors, meaning that the restriction rules are built into the algebraic structure (the operator product expansions) of the extended theory. Establishing this very point in the present context is our main result. It follows that whenever the generating function for the quasi-particles can be found in a closed form, it will take the form of a positive-definite multiple sum, yielding a so-called fermionic character formula. We will derive such character formulae in several simple cases. This contrasts with the usual formulae deduced via the subtraction of singular vectors, leading to the non-positive-definite sums usually referred to as bosonic character formulae. Equating the fermionic and bosonic characters therefore results in non-trivial $q$-series identities that are of much combinatorial interest.

These two motivations are clearly rather mathematical in nature. On a more physical note, we stress that quasi-particle formulations share the underlying spirit of the condensed-matter/particle formalism of conformal field theory, rather than that of the algebraic formalism focussing largely on the representation theory of the chiral algebra. The quasi-particle interpretation is therefore bound to be better adapted to the study of off-critical perturbations of the theory. In that vein, a precise objective is to formulate the problem of computing correlation functions in a way that is suited to the faithful (free of singular vectors) description we construct here. Moreover, we expect that it could provide a starting point for the evaluation of off-critical correlation functions. Along integrable lines, these should be governed by integrable differential equations. In brief, we expect this formulation to allow us to cross the free-fermion barrier in the description of correlation functions as solutions of solitonic equations, and hope to report on this elsewhere.

The extended algebra approach that we outline here was inspired by \cite{10,11}, which present a description of the $M(3,p)$ minimal models from the point of view of the extended algebra generated by $\phi_{2,1}$. Its extension to all minimal models will be reported in \cite{12}.
1.2. **Organisation of the Article.** The construction of the extended algebra of the SU(2) Wess-Zumino-Witten models is presented in Section 2. As mentioned above, this algebra combines the usual affine currents with the $k + 1$ zero-grade components of the simple current. The first issue we address is the question of the mutual locality of these two types of currents. Overlooking this point quickly leads to subtle inconsistencies in the extended theory. It turns out that these considerations, and in particular imposing a natural definition for the adjoint of the simple current modes, force (somewhat surprisingly) the components of this simple current to *anticommute* with certain of the affine generators. This is shown to be compatible with the Jacobi identities and forms the conclusion of Section 2.1.

The extended algebra is essentially defined by the operator product expansions $\phi^{(m)}(z)\phi^{(n)}(w)$ of the simple current component fields, as the other generators, the affine currents, will be recovered (roughly speaking) as bilinears in these fields. The first step towards computing the different fields appearing in these expansions is to consider the corresponding states. These are computed for the first few levels, and are expressed directly in terms of the modes of the affine generators in Section 2.2. We then consider the constraints imposed by associativity in Section 2.3. The key point here is to show that the fields of our operator product expansions can be constructed from these states in the usual way (the state-field correspondence).

More precisely, we have to address the following technical issue. In the analysis of the $\mathcal{M}(3,p)$ models in [10], it was observed that the operator product expansion corresponding to the fusion rule $\phi_{2,1} \times \phi_{2,1} = I$ must necessarily involve an operator $\tilde{S}$ satisfying $\tilde{S}\phi_{2,1} = (-1)^p \phi_{2,1}\tilde{S}$. The question of the potential necessity of a similar operator in the present context is addressed here, but is answered in the negative. Nevertheless, we find it convenient to introduce trivial $\tilde{S}$-type operators, denoted by $S_{m,n}$ into each of our operator product expansions, whose eigenvalues keep track of various constants that appear in the extended theory. The trivial nature of these operators reflects the fact that they commute with the modes of the current generators and those of the simple current components. With these technicalities settled, the path to the formulation of the generalised commutation relations defining the extended algebra is completely paved. These relations are displayed in Section 2.4.

The representation theory of this extended algebra is developed in Section 3. Previously, in order to write down the generalised commutation relations, we expanded the simple current components into modes acting on the vacuum module. To formulate this expansion in full generality, we introduce the monodromy charge (Section 3.1). With this tool in hand, the notion of highest weight states for the extended algebra is defined (Section 3.2), and the Verma modules for the extended algebra are constructed from the action of the simple current modes on such a state. Within each extended Verma module, we readily identify two affine highest weight states. Finally, we evaluate the eigenvalues (necessary for computation) of the $S_{m,n}$ on these Verma modules in Section 3.3.
We then illustrate the general theory we have developed with two examples, \( k = 2 \) and \( k = 4 \), worked out in detail (Section 4). When \( k = 2 \), the dimension of the three components of the simple current is \( \frac{1}{2} \), which suggests a fermionic interpretation. Linear combinations of these three components are readily seen to correspond to three independent free fermions. It is actually well-known that the affine \( \hat{\mathfrak{sl}}(2)_2 \) algebra can be represented in terms of three free fermions [13] (see also [5, Sec. 15.5.5 and Ex. 15.16]). We, however, show something more precise: The \( k = 2 \) extended algebra is isomorphic to the tensor product of three copies of the extended symmetry algebra of the Ising model (defined by its own simple current), which is the symmetry algebra of a free fermion. As the spectra (the highest-weight states) of the two theories also match, this suggests an equivalence of conformal field theories.

Another special case of interest is \( k = 4 \), for which the extended algebra is shown to be isomorphic to the (affine) symmetry algebra of the \( \text{SU}(3) \) Wess-Zumino-Witten model at level 1, sharpening the correspondence \( \hat{\mathfrak{sl}}(2)_4 \sim \hat{\mathfrak{sl}}(3)_1 \) [14] (see also [5, Sec. 17.5.2]). However, the comparison of the spectra is more delicate in this case, because we must take the non-diagonal \( \hat{\mathfrak{sl}}(2)_4 \) model in this correspondence. We show that the monodromy charge automatically accounts for this subtlety in our formalism.

The central result of this paper is presented in Section 5. It states that the representations of the extended algebras we have constructed are faithful. In other words, the Verma modules have no singular vectors, hence are irreducible. This result is established in various steps. First, we demonstrate that not only are there two affine highest-weight states in each extended Verma module, but that there are no more than two. For \( k = 1 \) and \( k = 2 \), we then show explicitly that there are no singular vectors in the (extended) Verma modules by demonstrating that the primitive singular vectors of the affine algebra vanish identically. These calculations then motivate the general argument establishing the absence of singular vectors as presented in Section 5.3. This allows us to strengthen our conclusions concerning the cases \( k = 2, 4 \) and their connection to the theory of three fermions and the \( \hat{\mathfrak{sl}}(3)_1 \) model respectively. The isomorphisms, previously established for the symmetry algebras, are now extended to isomorphisms of irreducible modules.

Finally, a basis of states is rigorously derived for the two simplest models, \( k = 1 \) and 2. The generating functions for these bases are constructed explicitly and shown to agree with known fermionic expressions for the corresponding characters. We defer the derivation of the analogous basis of states for general \( k \) to a sequel [15].

1.3. Basics and Notation. The \( \text{SU}(2) \) models are unitary, rational conformal field theories parametrised by a non-negative integer \( k \) called the level. The chiral algebra of these models may be described as follows. We first define [16] the (untwisted) affine Lie algebra \( \hat{\mathfrak{sl}}(2) \) associated to the complexification \( \mathfrak{sl}(2) \) of \( \mathfrak{su}(2) \). This is the (graded) complex Lie algebra

\[
\hat{\mathfrak{sl}}(2) = \mathfrak{sl}(2) \otimes \mathbb{C}[t, t^{-1}] \oplus \text{span}_\mathbb{C} \{K\} \oplus \text{span}_\mathbb{C} \{L_0\}
\]  

(1.2)
The extended algebras of $\text{SU}(2)$ WZW models $(\oplus$ denotes a semidirect sum) whose non-trivial commutation relations are

$$\begin{align*}
[L_0, J \otimes t^m] &= -mJ \otimes t^m \\
[J^1 \otimes t^m, J^2 \otimes t^n] &= [J^1, J^2] \otimes t^{m+n} + m\kappa(J^1, J^2) \delta_{m+n,0} K.
\end{align*}$$

(1.3)

Note that $K$ is central. Throughout we will follow the standard practice of abbreviating $J \otimes t^n$ as $J_n$.

Here, $\kappa(J^1, J^2)$ denotes the Killing form of $\mathfrak{sl}(2)$, which we normalise so that

$$\kappa(J_1, J_2) = \frac{1}{4} \text{tr} [\text{ad}(J^1) \text{ad}(J^2)],$$

(1.4)

where $\text{ad}(\cdot)$ is the usual adjoint action of $\mathfrak{sl}(2)$ on itself. The chiral algebra is obtained from the universal enveloping algebra of $\hat{\mathfrak{sl}}(2)$ by dropping $L_0$ (it will shortly be recovered through the Sugawara construction) and restricting $K$ to have eigenvalue $k$. Formally, we take the universal enveloping algebra of the derived subalgebra of $\hat{\mathfrak{sl}}(2)$ and form the quotient by the ideal generated by $K - k \text{id}$. We denote this chiral algebra by $\mathfrak{u}(\hat{\mathfrak{sl}}(2)_k)$.

We denote the elements of this basis by $\{E, H, F\}$, so that

$$\begin{align*}
[H, E] &= 2E, \quad [E, F] = H, \quad \text{and} \quad [F, H] = 2F.
\end{align*}$$

(1.5)

The normalisation of the Killing form then gives

$$\kappa(E, E) = \kappa(E, H) = \kappa(H, F) = \kappa(F, F) = 0, \quad \kappa(E, F) = 1, \quad \text{and} \quad \kappa(H, H) = 2.$$ 

(1.6)

The corresponding affine modes are therefore denoted by $E_n, H_n$ and $F_n$.

For a given level $k$, the Virasoro symmetry is realised as a subalgebra $\mathfrak{Vir}_c$ of the chiral algebra through the Sugawara construction (see for example [5, Eq. 15.70]):

$$L_n = \frac{1}{2(k+2)} \sum_{m \in \mathbb{Z}} : \frac{1}{2} H_m H_{n-m} + E_m F_{n-m} + F_m E_{n-m} : .$$

(1.7)

Through this construction, the $L_0$ of Equation (1.3) is recovered, and is associated to the Virasoro energy operator. The central charge of our conformal field theory is then found to be

$$c = \frac{3k}{k+2}.$$ 

(1.8)

---

1We remark that it is far more commonplace in the physics literature to denote this chiral algebra by $\hat{\mathfrak{su}}(2)_k$. Whilst the name we ascribe an object is largely arbitrary, there is much to be said for maintaining consistent notation within a field. That said however, we prefer to use the more precise notation given above as in the mathematics literature. The reason why we explicitly indicate the universal enveloping algebra is that our chief object of study is a certain extension of this chiral algebra, and this extension is not a Lie algebra. We want to treat these extended algebras on an equal footing with more familiar chiral algebras, and so we emphasise chiral algebras as associative algebras, not Lie algebras. The reason for writing $\mathfrak{sl}$ rather than $\mathfrak{su}$ is really a matter of taste — $\mathfrak{su}(2)$ does not, strictly speaking, contain the root vectors or coroot that form the most convenient basis for our study.
As previously indicated, the highest weight states are denoted by \( | \psi_\lambda \rangle \), for \( \lambda = 0, 1, \ldots, k \), where \( \lambda \) labels the \( \mathfrak{sl}(2) \)-weight. The conformal dimensions of these states are given by

\[
h_\lambda = \frac{\lambda (\lambda + 2)}{4(k+2)}.
\] (1.9)

\( | \psi_0 \rangle \) is the vacuum of the theory, and will be denoted in what follows by \( | 0 \rangle \).

We choose a basis of these zero-grade descendant states carefully in order to simplify later calculations. First, we normalise the highest weight states

\[
| \psi_\lambda \rangle \equiv | \psi_\lambda^{(0)} \rangle
\] (1.10)
to have length 1, and then define

\[
| \psi_\lambda^{(n+1)} \rangle = [(n+1)(\lambda-n)]^{-1/2} F_0 | \psi_\lambda^{(n)} \rangle,
\] (1.11)

for all \( n = 0, 1, \ldots, \lambda - 1 \). The \( \mathfrak{sl}(2) \)-weight of \( | \psi_\lambda^{(n)} \rangle \) is therefore \( \lambda - 2n \):

\[
H_0 | \psi_\lambda^{(n)} \rangle = (\lambda - 2n) | \psi_\lambda^{(n)} \rangle.
\] (1.12)

A simple induction argument now shows that

\[
F_0 | \psi_\lambda^{(n)} \rangle = [(n+1)(\lambda-n)]^{1/2} | \psi_\lambda^{(n+1)} \rangle \quad \Rightarrow \quad E_0 | \psi_\lambda^{(n+1)} \rangle = [(n+1)(\lambda-n)]^{1/2} | \psi_\lambda^{(n)} \rangle.
\] (1.13)

It follows from these definitions that the zero-grade descendant states are all normalised:

\[
\langle \psi_\lambda^{(n+1)} | \psi_\lambda^{(n+1)} \rangle = [(n+1)(\lambda-n)]^{-1/2} \langle \psi_\lambda^{(n+1)} | F_0 | \psi_\lambda^{(n)} \rangle = \langle \psi_\lambda^{(n)} | \psi_\lambda^{(n)} \rangle,
\] (1.14)
since \( F_0^\dagger = E_0 \).

## 2. The Extended Algebra

Before starting the analysis of the extended algebra \textit{per se}, we first need to clear up a little technical issue, namely the analysis of the mutual locality of the two families of fields that we wish to combine into an extended chiral algebra\(^2\).

### 2.1. Preliminaries

Recall [5] that the zero-grade descendant fields may be characterised through their affine operator product expansions,

\[
J(z) \phi^{(m)}(w) = \left( J_0 \phi^{(m)} \right)(w) + \ldots
\] (2.1)

where \( J(z) \) is an (arbitrary) affine current and \( (J_0 \phi^{(m)}) (w) \) denotes the (zero-grade) descendant field corresponding to \( J_0 | \phi^{(m)} \rangle \). We would therefore expect to obtain commutation relations of the

\(^2\)Chiral algebras are usually defined in relation with modular invariants and pertain to algebras spanned by fields with integer dimension. Here we understand chiral algebra in a generalised sense, without reference to a modular invariant and thus without this dimensional restriction.
form
\[ [J_r, \phi^{(m)}_s] = (J_0 \phi^{(m)})_{r+s}, \] (2.2)

However, it is not clear whether this expectation is correct, because we have not justified the assumption that \( J(z) \) and \( \phi^{(m)}(w) \) commute (are mutually bosonic) in operator product expansions.

Let us suppose therefore that
\[ J(z) \phi^{(m)}(w) = \mu_{J,m} \phi^{(m)}(w) J(z), \] (2.3)
for some constants \( \mu_{J,m} \). The corresponding mode relations are then
\[ [J_r, \phi^{(m)}_s] = J_r \phi^{(m)}_s - \mu_{J,m} \phi^{(m)}_s J_r = (J_0 \phi^{(m)})_{r+s}, \] (2.4)

We set \( [[\phi^{(m)}_s, J_r]] = -\mu_{J,m} [[\phi^{(m)}_s, J_r]] \), and consider the constraints imposed by the corresponding Jacobi identity:
\[ [[J^a_r, [J^b_s, \phi^{(m)}_t]]] + \mu_{J^a,m} [[J^b_s, [\phi^{(m)}_t, J^a_r]]] + \mu_{J^a,m} \mu_{J^b,m} [[\phi^{(m)}_t, [J^a_r, J^b_s]]] = 0. \] (2.5)

This becomes
\[ (J^a_0 J^b_0 \phi^{(m)})_{r+s+t} - (J^b_0 J^a_0 \phi^{(m)})_{r+s+t} = \sum_c \frac{\mu_{J^a,m} \mu_{J^b,m}}{\mu_{J^c,m}} f^{J^a_j J^b_k} f^{J^c_0 \phi^{(m)}_{r+s+t}}, \] (2.6)

upon expanding the affine commutator in terms of the structure constants of \( s\mathfrak{l}(2) \):
\[ [J^a_r, J^b_s] = \sum_c f^{J^a_c J^b_j} J^c_{r+s} + r \kappa (J^a_r, J^b_s) \delta_{r+s,0} \delta_{0,k}. \] (2.7)

The constraints are therefore that
\[ \mu_{J^a,m} \mu_{J^b,m} = \mu_{J^c,m} \quad \text{if} \quad f^{J^a_j J^b_k} f^{J^c_0 \phi^{(m)}_{r+s+t}} \neq 0. \] (2.8)

Up to permutation, the non-vanishing structure constants are \( f^{EF}_H = 1 \) and \( f^{HE}_E = f^{FH}_F = 2 \) (Equation (1.5)), so the constraints give
\[ \mu_{H,m} = 1 \quad \text{and} \quad \mu_{E,m} = \mu_{F,m}^{-1}. \] (2.9)

In other words, the Jacobi identity requires \( H(z) \) to be mutually bosonic with each \( \phi^{(m)}(w) \), but does not determine the analogous behaviour of \( E(z) \) and \( F(z) \). The most natural solution of these constraints is to (arbitrarily) choose \( \mu_{E,m} = \mu_{F,m} = 1 \), in agreement with our original expectation. However, as we will shortly see, this choice must be consistent with another consideration, and the natural choice in that case leads to a contradiction with the choice made above. We will therefore proceed in full generality so as to completely understand this intriguing situation.

A chiral algebra comes equipped with an involutive antilinear antiautomorphism defining the adjoint on representations. In other words, chiral algebras are not just (graded) associative algebras, but (graded) *-algebras. We therefore need to be able to extend the adjoint of \( \hat{s}\mathfrak{l}(2) \) to the modes \( \phi^{(n)}_r \) in a manner consistent with the algebraic structure of the extended theory. The full structure of
the extended theory will not be derived until Section 2.4, but the part we are currently investigating places strong constraints on this extended adjoint nonetheless.

Consideration of the conformal dimension and \(\mathfrak{sl}(2)\)-weight force

\[
\left(\phi_s^{(m)}\right)^\dagger = \epsilon_m \phi_{-s}^{(k-m)},
\]

(2.10)

where \(\epsilon_m\) is a constant (which we take to be independent of \(s\)). The involutive nature of the adjoint then requires that

\[
\epsilon_m^* \epsilon_{k-m} = 1.
\]

(2.11)

The natural choice in this case is therefore to take \(\epsilon_m = 1\) for all \(m\). However, this leads to the promised contradiction with \(\mu_{E,m} = \mu_{F,m} = 1\), which is detailed in the following computation:

\[
\left[ E_r, \phi_s^{(m)} \right]^\dagger = \left[ m (k + 1 - m) \right]^{1/2} \left( \phi_s^{(m-1)} \right)^\dagger = \left[ m (k + 1 - m) \right]^{1/2} \phi_{-r-s}^{(k+1-m)}
\]

\[
= \left[ F_{-r-s}, \phi_{-s}^{(k-m)} \right] = - \left( \phi_s^{(m)} \right)^\dagger, E_r^\dagger.
\]

(2.12)

This demonstrates that \(\epsilon_m = 1\) does not define an antiautomorphism of the extended theory when \(\mu_{E,m} = \mu_{F,m} = 1\).

By repeating this computation (and others) for general \(\epsilon_m\) and \(\mu_{E,m}, \mu_{F,m}\), we find that the extended adjoint thus defined avoids this contradiction precisely when

\[
\epsilon_{m-1} = -\mu_{E,k-m} \epsilon_m \quad \text{and} \quad \epsilon_{m+1} = -\mu_{F,k-m} \epsilon_m.
\]

(2.13)

Of course, this does not itself imply that we have constructed an antiautomorphism of the extended algebra (we will not even finish the derivation of this algebra until Section 2.4), merely that the above constraints are necessary to obtain an antiautomorphism. We note that these constraints imply that \(\mu_E \equiv \mu_{E,m}\) and \(\mu_F \equiv \mu_{F,m}\) are independent of \(m\):

\[
\mu_{E,k-m} = -\epsilon_{m-1} \epsilon_m^{-1} = \mu_{F,k+1-m} = \mu_{E,k+1-m},
\]

(2.14)

by Equation (2.9). It follows that \(\epsilon_m = (-\mu_F)^m \epsilon_0\), hence that

\[
(-\mu_E)^k = |\epsilon_0|^2 > 0,
\]

(2.15)

by Equation (2.11).

Setting \(\mu_{E,m} = \mu_{F,m} = 1\) is therefore consistent with \(\epsilon_m = (-1)^m \epsilon_0\) if \(k\) is even, but not when \(k\) is odd, and never with \(\epsilon_m = 1\). Likewise, the choice \(\epsilon_m = 1\) is consistent with \(\mu_{E,m} = \mu_{F,m} = -1\) for all \(k\), but not with \(\mu_{E,m} = \mu_{F,m} = 1\). In other words, the most convenient choices we can make to describe the algebra of \(\phi\)-modes are the following:

1. For all \(k\), define \(\left(\phi_s^{(m)}\right)^\dagger = \phi_{-s}^{(k-m)}\) so that the \(\phi^{(m)}(w)\) are mutually bosonic with respect to \(H(z)\) but mutually fermionic with respect to \(E(z)\) and \(F(z)\). The defining relations between the \(H_r\) and the \(\phi_s^{(m)}\) are therefore commutation relations whereas those between the \(E_r\) or \(F_r\) and the \(\phi_s^{(m)}\) are anticommutation relations.
(2) Define \( (\phi_s^{(m)})^\dagger = (-1)^{k-m} \phi_{-s}^{(k-m)} \) so that the \( \phi_s^{(m)} \) are mutually bosonic with respect to all affine fields when \( k \) is even, but mutually fermionic with respect to \( E(z) \) and \( F(z) \) when \( k \) is odd. The defining relations between the \( H_r \) and the \( \phi_s^{(m)} \) are therefore commutation relations whereas those between the \( E_r \) or \( F_r \) and the \( \phi_s^{(m)} \) are commutation or anticommutation relations according to the parity of \( k \).

We prefer to work with choice (1) in which the adjoint and defining relations are independent of \( k \). However, in specific examples with \( k \) even, it is often preferable to work with choice (2) because the formulation involving bosonic operator product expansions facilitates comparison with other theories (as we will do in Section 4 for example).

When \( k \) is even, the equivalence of these two choices is easy to establish with the help\(^3\) of an auxiliary operator \( \mathcal{F} \) satisfying

\[
\mathcal{F} E_r = -E_r \mathcal{F}, \quad \mathcal{F} H_r = H_r \mathcal{F}, \quad \mathcal{F} F_r = -F_r \mathcal{F}, \quad \text{and} \quad \mathcal{F}^2 = \text{id}.
\]  

(2.16)

Distinguishing the \( \phi \)-modes under choice (2) by tildes, this equivalence may be explicitly described by

\[
\phi_s^{(m)} = \tilde{\phi}_s^{(m)} \mathcal{F} \quad \iff \quad \tilde{\phi}_s^{(m)} = \phi_s^{(m)} \mathcal{F}.
\]  

(2.17)

Then (for instance),

\[
\left[ E_r \phi_s^{(m)} + \phi_s^{(m)} E_r \right] \mathcal{F} = \left[ m (k + 1 - m) \right]^{1/2} \phi_{r+s}^{(m-1)} \mathcal{F}
\]

\[
\Rightarrow \quad E_r \tilde{\phi}_s^{(m)} - \tilde{\phi}_s^{(m)} E_r = \left[ m (k + 1 - m) \right]^{1/2} \tilde{\phi}_{r+s}^{(m-1)}.
\]  

(2.18)

In this way, we transform anticommutation relations into commutation relations.

We also need to settle the manner in which \( \mathcal{F} \) commutes with the \( \phi_s^{(m)} \). Supposing that \( \mathcal{F} \phi_s^{(m)} = \omega_m \phi_s^{(m)} \mathcal{F} \), we have

\[
\mathcal{F} \left[ E_r \phi_s^{(m)} + \phi_s^{(m)} E_r \right] = \left[ m (k + 1 - m) \right]^{1/2} \mathcal{F} \phi_{r+s}^{(m-1)}
\]

\[
\Rightarrow \quad -\omega_m \left[ E_r \phi_s^{(m)} - \phi_s^{(m)} E_r \right] = \omega_m \left[ m (k + 1 - m) \right]^{1/2} \phi_{r+s}^{(m-1)}.
\]  

(2.19)

Therefore \( \omega_m = -\omega_{m-1} \). Considering the corresponding relations for the other affine modes yields no further constraints, hence we are free to choose \( \omega_m = (-1)^m \). In other words, \( \mathcal{F} \) and \( \phi_s^{(m)} \) may be taken to commute when \( m \) is even, but anticommute when \( m \) is odd.

Finally, we may take \( \mathcal{F} \) to be self-adjoint. This follows from

\[
\mathcal{F}^\dagger \phi_s^{(m)} = \left( \phi_{-s}^{(k-m)} \mathcal{F} \right)^\dagger = (-1)^m \phi_{-s}^{(k-m)} = (-1)^m \phi_s^{(m)} = \mathcal{F} \phi_s^{(m)}
\]  

(2.20)

remembering that \( k \) is assumed to be even.

---

\(^3\)We could also establish this with “Klein factors”, but not as elegantly as in the present development.
To summarise then, we have an extension of the chiral algebra \( \mathfrak{sl}(2)_k \) by the modes \( \phi_s^{(m)} \) of the simple current. We choose to extend the adjoint antiautomorphically as in choice (1),

\[
(\phi_s^{(m)})^\dagger = \phi_s^{(k-m)},
\]

which determines the commutativity of the operator product expansions to be

\[
E(z)\phi^{(m)}(w) = -\phi^{(m)}(w)E(z),
\]

\[
H(z)\phi^{(m)}(w) = \phi^{(m)}(w)H(z),
\]

and

\[
F(z)\phi^{(m)}(w) = -\phi^{(m)}(w)F(z).
\]

The corresponding mode relations are therefore

\[
\{E_r, \phi_s^{(m)}\} = [m(k+1-m)]^{1/2} \phi_{r+s}^{(m-1)},
\]

\[
[H_r, \phi_s^{(m)}] = (k-2m) \phi_{r+s}^{(m)},
\]

and

\[
\{F_r, \phi_s^{(m)}\} = [(m+1)(k-m)]^{1/2} \phi_{r+s}^{(m+1)},
\]

where \( \{\cdot, \cdot\} \) denotes an anticommutator. The equivalence of this extension with that which would be obtained through choice (2) (when \( k \) is even) is effected by introducing a self-adjoint operator \( F \), as in Equation (2.17), which squares to id, commutes with the \( H \) and the \( \phi_s^{(m)} \) with \( m \) even, and anticommutes with the \( E_r, F_r \) and the \( \phi_s^{(m)} \) with \( m \) odd.

To complete the description of this extended chiral algebra, we have to determine the algebraic relations between the modes \( \phi_r^{(m)} \) and \( \phi_s^{(n)} \). These relations are derived from the corresponding operator product expansions whose computation we now turn to.

### 2.2. Operator Product Expansions

Let us consider the operator product expansions

\[
\phi^{(m)}(z)\phi^{(n)}(w) = \sum_{j=0}^{\infty} A^{(m,n; j)}(w)(z-w)^{j-k/2},
\]

for \( m, n = 0, 1, \ldots, k \), where we have chosen \( A^{(m,n; j)}(w) \) to have conformal dimension \( j \). Since \( \phi \times \phi = \psi_0 \), the fields \( A^{(m,n; j)}(w) \) may be expressed in terms of fields descended from the identity field, and we will compute the form of these expressions by considering the corresponding states:

\[
|A^{(m,n; j)}\rangle = \lim_{w \to 0} \oint_w \phi^{(m)}(z)\phi^{(n)}(w)(z-w)^{k/2-j-1} \frac{dz}{2\pi i} |0\rangle = \phi^{(m)}_{k/4-j} \phi^{(n)}_{k/4} |0\rangle.
\]

To do this, we require some structural knowledge of the vacuum \( \widehat{\mathfrak{sl}}(2) \)-module. We indicate this structure in Figure 1 for the first few grades. The three states at grade 1 will be denoted by \( |E\rangle \), \( |H\rangle \) and \( |F\rangle \), as they are the states corresponding to the three affine current fields.

Taking \( j = 0 \) in Equation (2.25), we see that \( |A^{(m,n; 0)}\rangle \) must be a state in the vacuum \( \widehat{\mathfrak{sl}}(2) \)-module of conformal dimension 0 and \( \mathfrak{sl}(2) \)-weight \( 2(k-m-n) \). It is therefore proportional to...
\[ (0, 0)_1 \]

\[ (2, 1)_1 \longrightarrow (0, 1)_1 \longrightarrow (-2, 1)_1 \]

\[ (4, 2)_1 \longrightarrow (2, 2)_2 \longrightarrow (0, 2)_3 \longrightarrow (-2, 2)_2 \longrightarrow (-4, 2)_1 \]

**Figure 1.** The first few grades of a generic vacuum \( \hat{\mathfrak{sl}}(2) \)-module (this triangular pattern continues until we arrive at the affine singular vectors at grade \( k + 1 \)). The states are written in the form \( \langle \mu, h \rangle \) where \( \mu \) denotes the \( \mathfrak{sl}(2) \)-weight, \( h \) denotes the conformal dimension, and the subscript denotes the multiplicity.

\( \delta_{m+n,k} |0\rangle \), and the proportionality constant may be evaluated by comparing

\[
\langle 0 | A^{(m,n;0)} \rangle = \langle 0 | \phi_{k/4}^{(m)} \phi_{-k/4}^{(n)} | 0 \rangle = \langle \phi^{(k-m)} | \phi^{(n)} \rangle = \delta_{m+n,k}
\]

and \( \langle 0 | 0 \rangle = 1 \). It follows that \( A^{(m,n;0)} = \delta_{m+n,k} |0\rangle \).

If \( m + n = k - 1 \), then \( A^{(m,n;1)} \) is a state of conformal dimension 1 and \( \mathfrak{sl}(2) \)-weight 2, hence is proportional to \( |E\rangle \). Again, we evaluate the constant of proportionality by comparing

\[
\langle E | E \rangle = \langle 0 | F_1 E_{-1} | 0 \rangle = \langle 0 | -H_0 + k | 0 \rangle = k,
\]

where we have used Equation (1.3), and

\[
\langle E | A^{(m,n;1)} \rangle = \langle 0 | F_1 \phi_{k/4}^{(m)} | 0 \rangle = \langle 0 | [(m+1)(k-m)]^{1/2} \phi_{k/4}^{(m+1)} | \phi^{(n)} \rangle
\]

\[
= [ (m+1)(n+1) ]^{1/2} \delta_{k-m-1,n},
\]

where we have used Equations (1.13) and (2.23). It follows that

\[
A^{(m,n;1)} = \frac{1}{k} [(m+1)(n+1)]^{1/2} |E\rangle \quad \text{if } m + n = k - 1.
\]

Similar calculations give

\[
A^{(m,n;1)} = \frac{1}{2k} (n-m) |H\rangle \quad \text{if } m + n = k,
\]

and

\[
A^{(m,n;1)} = \frac{1}{k} [mn]^{1/2} |F\rangle \quad \text{if } m + n = k + 1.
\]

Clearly \( A^{(m,n;1)} \) vanishes otherwise.

We can repeat these computations to determine \( A^{(m,n;2)} \). However, we note that the relevant states in Figure 1 have non-trivial multiplicities, and some of them will be singular when \( k = 1 \). It
is therefore appropriate to choose bases of the corresponding state spaces accordingly. We will use the following bases for the spaces of weights 2, 0 and −2:

\[ \{ E_{-2} |0\rangle, \Delta_{-2}^{+} |0\rangle \}, \quad \{ L_{-2} |0\rangle, H_{-2} |0\rangle, \Delta_{-2}^{-} |0\rangle \} \text{ and } \{ F_{-2} |0\rangle, \Delta_{-2}^{-} |0\rangle \}, \]

where

\[ \Delta_{-2}^{+} = H_{-1}E_{-1} + E_{-1}H_{-1}, \quad \Delta_{-2}^{-} = H_{-1}F_{-1} + F_{-1}H_{-1} \]

and

\[ \Delta_{-2}^{0} = H_{-1}H_{-1} - E_{-1}F_{-1} - F_{-1}E_{-1}. \]

(2.33)

It is not hard to check that each of these bases consists of mutually orthogonal states, and that they have the nice property that the singular vector is a basis element (the \( \Delta_{-2}^{+} |0\rangle \)) when \( k = 1 \), hence can be easily removed.

We therefore compute the \( |A_{2}^{(m,n)}\rangle \) as before, omitting the details. The non-zero results are as follows:

\[
m + n = k - 2: \quad |A^{(m,n;2)}\rangle = \frac{1}{2k(k-1)} [(m+1)(m+2)(n+1)(n+2)]^{1/2} E_{-1}F_{-1}|0\rangle,
\]

\[
m + n = k - 1: \quad |A^{(m,n;2)}\rangle = \frac{1}{k} [(m+1)(n+1)]^{1/2} \left[ \frac{1}{2} E_{-2} + \frac{n-m}{4(k-1)} \Delta_{-2}^{+} \right] |0\rangle,
\]

\[
m + n = k: \quad |A^{(m,n;2)}\rangle = \left[ \frac{k+2}{6} L_{-2} + \frac{n-m}{4k} H_{-2} + \left( \frac{1}{12} - \frac{mn}{2k(k-1)} \right) \Delta_{-2}^{0} \right] |0\rangle,
\]

\[
m + n = k + 1: \quad |A^{(m,n;2)}\rangle = \frac{1}{k}[mn]^{1/2} \left[ \frac{1}{2} F_{-2} + \frac{n-m}{4(k-1)} \Delta_{-2}^{-} \right] |0\rangle,
\]

\[
m + n = k + 2: \quad |A^{(m,n;2)}\rangle = \frac{1}{2k(k-1)} [m(m-1)n(n-1)]^{1/2} F_{-1}F_{-1}|0\rangle.
\]

When \( k = 1 \), these results are modified by simply dropping the modes whose coefficients diverge (as these modes correspond to singular vectors).

This can obviously be extended to \( |A^{(m,n;j)}\rangle \) for \( j > 2 \), though with significant increase in effort as \( j \) increases. We would like to point out one important (and useful) feature of this extension: For arbitrary \( m \) and \( n \), the first \( |A^{(m,n;j)}\rangle \) which does not identically vanish is that with \( j = |k-m-n| \).

This may be seen by noting that the vacuum descendant of \( \mathfrak{sl}(2) \)-weight \( 2(k-m-n) \) and minimal conformal dimension is obtained by repeatedly acting on the vacuum with either \( E_{-1} \) or \( F_{-1} \). This first state is therefore proportional to either \( E_{-1}^{j}|0\rangle \) or \( F_{-1}^{j}|0\rangle \) (depending on whether the weight is positive or negative). This proportionality constant is easily determined (as above), giving

\[
|A^{(m,n;k-m-n)}\rangle = \begin{cases} 
\frac{(m+n)!}{k!} \left[ \binom{k-n}{m} \binom{k-m}{n} \right]^{1/2} E_{-1}^{k-m-n}|0\rangle & \text{if } m+n \leq k, \\
\frac{(2k-m-n)!}{k!} \left[ \binom{m}{k-n} \binom{n}{k-m} \right]^{1/2} F_{-1}^{m+n-k}|0\rangle & \text{if } m+n \geq k.
\end{cases}
\]

(2.35)

Note that these constants are invariant under \( (m,n) \to (n,m) \) and \( (m,n) \to (k-m,k-n) \).
It is tempting to conclude from the above results that (for example)

\[ A^{(m,n;2)}(w) = \frac{1}{2k(k-1)} [m(m-1)n(n-1)]^{1/2} : F(w)F(w) : \quad \text{if } m+n = k+2. \] (2.36)

However, such conclusions are not yet justified, because we have no \textit{a priori} guarantee that these conclusions will preserve the associativity of the operator product expansions. Associativity is a fundamental requirement of a consistent conformal field theory, but it need not be automatically satisfied. As mentioned in Section 1.2 (see also [12]), it is sometimes necessary (and often convenient) to introduce an operator \$S\$ into the operator product expansion of two fields in order to ensure the associativity of the operator product algebra. This will not be in conflict with the state-field correspondence if this \$S\$-operator acts as (a multiple of) the identity on the vacuum module. We therefore turn to a careful (and rigorous) study of associativity.

2.3. **Associativity.** We begin with the commutativity of the radially-ordered product. As noted above, the first contributing term in the operator product expansion (2.24) corresponds to \( j = |k-m-n| \). It follows that the most general form of commutativity may be expressed as

\[ (z-w)^{k/2-|k-m-n|} \phi^{(m)}(z) \phi^{(n)}(w) = \mu_{m,n} \phi^{(n)}(w) \phi^{(m)}(z) (w-z)^{k/2-|k-m-n|}, \] (2.37)

where \( \mu_{m,n} = \mu_{n,m}^{-1} \) is a phase (compare Equation (2.22) for an example exhibiting non-trivial such phases). We do not cancel the powers of \( z-w \) and \( w-z \) above as the resulting power of \(-1\) will not be integral when \( k \) is odd.

Substituting Equation (2.24) into Equation (2.37), we derive the relation

\[ A^{(m,n;j)}(w) = \mu_{m,n} (-1)^{k-m-n} \sum_{i=0}^{j} \frac{(-1)^{j-i}}{i!} \partial^i A^{(n,m;j-i)}(w). \] (2.38)

Putting \( j = |k-m-n| \), only one term \( (i = 0) \) contributes on the right-hand-side, and the corresponding relation between states becomes

\[ |A^{(m,n;|k-m-n|)}\rangle = \mu_{m,n} |A^{(n,m;|k-m-n|)}\rangle. \] (2.39)

It now follows from Equation (2.35) that the two states appearing in this equation are identical and non-vanishing, hence \( \mu_{m,n} = 1 \) for all \( m \) and \( n \). We therefore drop these phases in what follows.

We now consider the consistency of the operator product algebra. In particular, we investigate its associativity by analysing what happens when we use Equation (2.37) twice to obtain

\[ \oint_x \phi^{(m)}(x) \phi^{(n)}(z) \phi^{(p)}(w) (x-z)^{k/2-\gamma}(x-w)^{k/2-|k-m-p|}(z-w)^{k/2-|k-n-p|} \frac{dx}{2\pi i} \]

\[ = \oint_x \phi^{(p)}(w) \phi^{(m)}(x) \phi^{(n)}(z) (x-z)^{k/2-\gamma}(w-x)^{k/2-|k-m-p|}(w-z)^{k/2-|k-n-p|} \frac{dx}{2\pi i}, \] (2.40)
where \( \gamma \in \mathbb{Z} \) is arbitrary. Inserting our operator product expansion (2.24) and evaluating the contour integral gives

\[
\sum_{j=0}^{\gamma-1} \binom{k/2 - |k-m-p|}{\gamma-j-1} A^{(m,n;j)}(z) \phi^{(p)}(w)(z-w)^{k-|k-m-p|-|k-n-p|+j-\gamma+1} - (-1)^{\gamma-j-1} \phi^{(p)}(w) A^{(m,n;j)}(z)(w-z)^{k-|k-m-p|-|k-n-p|+j-\gamma+1} = 0. \tag{2.41}
\]

Note that the common exponent of \( z-w \) and \( w-z \) is an integer, so we may factor out this power of \( z-w \), leaving the second term with a (well-defined) relative sign: \((-1)^{k-|k-m-p|-|k-n-p|} = (-1)^{k-m-n}\). Note also that this equation now has the form of a matrix equation \( Mv = 0 \), where \( M \) is lower-triangular (its entries are the binomial coefficients appearing above) with ones on the diagonal, hence invertible. We therefore conclude that associativity requires that

\[
A^{(m,n;j)}(z) \phi^{(p)}(w) = (-1)^{k-m-n} \phi^{(p)}(w) A^{(m,n;j)}(z). \tag{2.42}
\]

The field \( A^{(m,n;j)}(z) \) has \( sl(2) \)-weight \( 2(k-m-n) \), so it must be decomposable into terms containing an even or an odd number of \( E(z) \) and \( F(z) \) (and their derivatives), according as to whether \( k-m-n \) is even or odd (respectively). Comparing Equation (2.42) with Equation (2.22) now, we see that this is exactly the commutativity that we would expect, hence it is not necessary to introduce \( S \)-operators to preserve associativity. Nevertheless, it turns out to be convenient to introduce operators \( S_{m,n} \) into our simple current operator product expansions (we will see why shortly). The lack of necessity for introducing these operators translates into the fact that they must commute with every mode of the extended symmetry algebra (to be defined next), hence will act as multiples of the identity on the Verma modules of the extended algebra (to be introduced in Section 3.2).

### 2.4. Generalised Commutation Relations

Having settled the question of associativity, it is now convenient to redefine the operator product expansion (2.24) to have the form

\[
\phi^{(m)}(z) \phi^{(n)}(w) = S_{m,n} \sum_{j=0}^{\infty} A^{(m,n;j)}(w)(z-w)^{j-k/2} \equiv \frac{S_{m,n}}{(z-w)^{k/2}} \Xi_{m,n}(z,w). \tag{2.43}
\]

In other words, we explicitly factor out the \( S_{m,n} \) from the definition of the fields \( A^{(m,n;j)}(w) \). The eigenvalues of the \( S_{m,n} \) on the vacuum are given by Equation (2.35) as

\[
S_{m,n}|0\rangle = \begin{cases} 
\frac{(m+n)!}{k!} \left[\binom{k-n}{m} \binom{k-m}{n}\right]^{1/2} |0\rangle & \text{if } m+n \leq k, \\
\frac{(2k-m-n)!}{k!} \left[\binom{m}{k-n} \binom{n}{k-m}\right]^{1/2} |0\rangle & \text{if } m+n \geq k,
\end{cases} \tag{2.44}
\]
and the $\Xi_{m,n}(z,w)$ which do not vanish to second order are (compare Section 2.2):

\[ m + n = k - 2 : \quad E(w)E(w) : (z-w)^2 + \ldots \]

\[ m + n = k - 1 : \quad E(w)(z-w) + \left[ \frac{1}{2} \partial E(w) + \frac{n-m}{4(k-1)}\Delta^+(w) \right] (z-w)^2 + \ldots \]

\[ m + n = k : \quad 1 + \frac{n-m}{2k}H(w)(z-w) \]
\[ + \left[ \frac{k+2}{6}T(w) + \frac{n-m}{4k}H(w) + \left( \frac{1}{12} - \frac{mn}{2k(k-1)} \right)\Delta^0(w) \right] (z-w)^2 + \ldots \]

\[ m + n = k + 1 : \quad F(w)(z-w) + \left[ \frac{1}{2} \partial F(w) + \frac{n-m}{4(k-1)}\Delta^-(w) \right] (z-w)^2 + \ldots \]

\[ m + n = k + 2 : \quad F(w)F(w) : (z-w)^2 + \ldots \]

When $k = 1$, these series are modified by simply ignoring all fields whose coefficients contain the divergent factor $(k-1)^{-1}$. We note that Equation (2.35) implies that the leading term of $\Xi_{m,n}(z,w)$ is

\[ \overbrace{\frac{k-m-n}{k-m-n}}^{k-m-n} : E(w) \cdots E(w) : (z-w)^{k-m-n} \quad \text{or} \quad \overbrace{\frac{m+n-k}{m+n-k}}^{m+n-k} : F(w) \cdots F(w) : (z-w)^{m+n-k}, \quad (2.46) \]

according as to whether $m+n \leq k$ or $m+n \geq k$ (respectively).

The generalised commutation relations are obtained from these operator product expansions by evaluating

\[ R^{(m,n)}_{r,s}(\gamma) = \oint_0 \oint_w \phi^{(m)}(z)\phi^{(n)}(w) z^{-k/4+\gamma-1}w^{s+k/4-1} (z-w)^{k/2-\gamma} \frac{dz}{2\pi i} \frac{dw}{2\pi i}, \quad (2.47) \]

where $\gamma \in \mathbb{Z}$ is arbitrary, in two distinct fashions: Expanding as a difference of two contours,

\[ \oint_0 \oint_w \frac{dz}{2\pi i} \frac{dw}{2\pi i} = \oint_0 \oint_{|z|>|w|} \frac{dz}{2\pi i} \frac{dw}{2\pi i} - \oint_0 \oint_{|z|<|w|} \frac{dz}{2\pi i} \frac{dw}{2\pi i}, \quad (2.48) \]

and using Equation (2.37) (with $\mu_{m,n} = 1$), or expanding directly using Equation (2.43). This procedure yields the set of generalised commutation relations (parametrised by $\gamma, m, n, r$ and $s$):

\[ \sum_{\ell=0}^{\infty} \left( \frac{r-k/4+\gamma-1}{\ell} \right) \left[ \phi^{(m)}_{r-\ell}\phi^{(n)}_{s+\ell} - (-1)^{k-m-n+\gamma}\phi^{(n)}_{s+k/2-\gamma-\ell}\phi^{(m)}_{r-k/2+\gamma+\ell} \right] = S_{m,n} \sum_{j=0}^{\gamma-1} \left( r-k/4+\gamma-1 \right) A^{(m,n;j)}_{r+s}. \quad (2.49) \]

Note that the modes $A^{(m,n;j)}_{r+s}$ refer to the fields appearing in Equation (2.43) (with the $S_{m,n}$ explicitly factored out), not those of Equation (2.24).

We observe that if $k$ is even, we may choose $\gamma = k/2$, obtaining a genuine commutation or anticommutation relation (according as to the parity of $\gamma - m - n$). For $k$ odd however, every generalised commutation relation will have infinitely many terms on the left hand side. We also
observe that for $\gamma \leq 0$, the right hand side of the generalised commutation relations clearly vanish. When positive, $\gamma$ is a measure of the depth at which the operator product expansion (2.43) is probed. Indeed, $\gamma$ represents the (maximal) number of terms (singular or regular) of the operator product expansion which contribute to the generalised commutation relation. As these relations will be frequently used in what follows, we will find it convenient to employ a shorthand notation \[ \gamma \] to indicate that the generalised commutation relation of order $\gamma$ has been used to obtain an equality.

In any case, these generalised commutation relations define the algebraic structure of the extended chiral algebra. To be precise, the extended chiral algebra is the \(^*$-algebra $\mathfrak{A}_k$ generated by the modes $\phi^{(m)}_r$, subject to these generalised commutation relations, and equipped with the adjoint chosen in Section 2.1. The $S_{m,n}$ with $m+n=k$ are generated by the $\gamma=1$ generalised commutation relations

$$S_{m,k-m} = \sum_{\ell=0}^{\infty} \left( \frac{\ell - k/2}{\ell} \right) \left[ \phi_{\ell-r}^{(m)} \phi_{-\ell-r}^{(k-m)} + \phi_{k/2-r-\ell-1}^{(k-m)} \phi_{r-k/2+\ell+1}^{(m)} \right], \quad (2.50)$$

and the other $S_{m,n}$ are multiples of these (as we shall see in Section 3.3). The affine modes are then generated by the $\gamma=2$ generalised commutation relations, for example

$$S_{0,k-1} E_{r+s} = \sum_{\ell=0}^{\infty} \left( \frac{\ell - k/2 + 1}{\ell} \right) \left[ \phi_{\ell-r}^{(0)} \phi_{s+\ell}^{(k-1)} + \phi_{s+k/2-\ell-2}^{(k-1)} \phi_{r-k/2+\ell+2}^{(0)} \right], \quad (2.51)$$

and the affine modes commute or anticommute with the $\phi^{(m)}_r$ as in Equation (2.23). It follows that $\mathcal{U}(\hat{\mathfrak{sl}}(2)_k)$ is a subalgebra of $\mathfrak{A}_k$, just as $\mathcal{U}(\mathfrak{Vir}_r)$ is identified as a subalgebra of $\mathcal{U}(\hat{\mathfrak{sl}}(2)_k)$ through the Sugawara construction (Equation (1.7)).

We conclude by checking that the adjoint defined in Section 2.1 is indeed an involutive anti-automorphism of $\mathfrak{A}_k$, completing the check of the self-consistency of the extended chiral theory. Indeed, we find that the function $R_{r,s}^{(m,n)}(\gamma)$ defining the generalised commutation relations is sent to $R_{s-r,k-m}^{(k-n,k-m)}(\gamma)$ by the adjoint (this is easiest to see with the left hand side of Equation (2.49)). Hence, the adjoint preserves the set of generalised commutation relations and therefore is consistently defined on $\mathfrak{A}_k$. We remark that this implies that $S_{m,n} = S_{k-n,k-m}$, which we have already noted from Equation (2.44).

3. Representation Theory

3.1. Monodromy Charge. We now turn to a study of the expansion of the fields $\phi^{(m)}(z)$ into modes. As is usual with non-bosonic fields, this expansion depends upon which state the field acts. On each zero-grade descendant state $|\psi^{(n)}_{\lambda}\rangle$, we therefore define a set of $k+1$ $\mathfrak{u}(1)$-valued charges $\theta^{(m,n)}_\lambda (m = 0, 1, \ldots, k)$ as follows: $\theta^{(m,n)}_\lambda$ is the negative of the leading (smallest) power of $z-w$ in $\phi^{(m)}(z) \psi^{(n)}_{\lambda}(w)$ (whose coefficient is non-zero):

$$\phi^{(m)}(z) \psi^{(n)}_{\lambda}(w) = \frac{\xi(w)}{(z-w)^{\theta^{(m,n)}_\lambda}} + \ldots. \quad (3.1)$$
From the fusion rules, it might appear that this power is
\[ \theta_{\lambda} = h_k + h_{\lambda} - h_{k-\lambda} = \frac{\lambda}{2}, \] (3.2)
by Equation (1.9), but this need not be the case in general, as evidenced by the case \( \lambda = k \) which we studied in Section 2.2. Indeed, the \( sl(2) \)-weight is conserved in operator product expansions, so the leading term in the operator product expansion (3.1) should involve a zero-grade descendant field of \( \psi_{k-\lambda}(w) \), whose weight is \( k - 2m + \lambda - 2n \). However, such a field need not exist.

To analyse this question of existence, we consider the structure of the irreducible \( \hat{sl}(2) \)-module of highest weight \( k - \lambda \). This is illustrated schematically in Figure 2. We see that there will be a zero-grade descendant field of weight \( k + \lambda - 2(m+n) \) if and only if \( \lambda \leq m+n \leq k \). In all other cases, the leading term in the expansion (3.1) will involve a descendant field at non-zero grade. However, as \( 0 \leq m+n \leq k + \lambda \), these cases are easily analysed (in particular, it is not necessary to consider the affine singular vectors), and we find that

\[ \theta_{\lambda}^{(m,n)} = \begin{cases} \theta_{\lambda} - \lambda + m + n & \text{if } 0 \leq m+n \leq \lambda, \\ \theta_{\lambda} & \text{if } \lambda \leq m+n \leq k, \\ \theta_{\lambda} + k - m - n & \text{if } k \leq m+n \leq k + \lambda, \end{cases} \] (3.3)

where \( \theta_{\lambda} = \lambda/2 \). Note that \( \theta_{\lambda}^{(m,n)} = k/2 - |k - m - n| \) in agreement with the general operator product expansions given in Section 2.4, especially Equation (2.46). Of course, \( \theta_{\lambda}^{(m,n)} = \theta_{\lambda} \pmod{1} \) for all \( m \) and \( n \) (this is a direct consequence of \( \phi \) being a simple current), so the corresponding \( U(1) \)-valued charges are independent of \( m \) (and \( n \)). We shall refer to this common charge modulo 1 as the monodromy charge, because its negative represents the common monodromy of the \( z - w \) factors in \( \phi^{(m)}(z) \psi_{\lambda}^{(n)}(w) \). We note that the monodromy charge of a zero-grade descendant state is always in \( \mathbb{Z}/2 \).

The importance of assigning a monodromy charge to states is that it tells us how to expand the fields \( \phi^{(m)}(z) \) into modes. To be more precise, when expanding
\[ \phi^{(m)}(z) |\psi^{(n)}_{\lambda}(\rangle = \lim_{w \to 0} \phi^{(m)}(z) \psi_{\lambda}^{(n)}(w) |0\rangle \] (3.4)
in powers of \( z \), each term must have monodromy \( -\theta_{\lambda} \pmod{1} \), so we are forced into an expansion of the form
\[ \phi^{(m)}(z) |\psi^{(n)}_{\lambda}(\rangle = \sum_{r \in \mathbb{Z} + \theta_{\lambda} - k/4} \phi^{(m)}_{r} z^{-r-k/4} |\psi^{(n)}_{\lambda}(\rangle. \] (3.5)

In this way, the mode expansion of the simple current fields depend upon the state on which the modes act, as claimed.

The importance of the \( U(1) \)-valued charges \( \theta_{\lambda}^{(m,n)} \) is that they provide the additional information required to determine the largest value of \( r \) in the above mode expansion such that \( \phi^{(m)}_{r} \) does not annihilate \( |\psi^{(n)}_{\lambda}(\rangle \). In other words, these charges determine the first non-trivial descendant states of
\[ \begin{align*}
(k - \lambda, h_{k-\lambda}) & \longrightarrow (\lambda - k, h_{k-\lambda}) \\
(k - \lambda + 2, h_{k-\lambda} + 1) & \longrightarrow (\lambda - k - 2, h_{k-\lambda} + 1) \\
(k + \lambda, h_{k-\lambda} + \lambda) & \longrightarrow (-\lambda - k, h_{k-\lambda} + \lambda) \\
(k + \lambda, h_{k-\lambda} + \lambda + 1) & \longrightarrow (-\lambda - k, h_{k-\lambda} + \lambda + 1)
\end{align*} \]

**Figure 2.** A schematic diagram of the level \( k \) irreducible \( \widehat{\mathfrak{sl}}(2) \)-module of highest weight \( k - \lambda \). The states are represented in the form \((\mu, h)\) where \( \mu \) is the \( \mathfrak{sl}(2) \)-weight and \( h \) is the conformal dimension (and we have ignored any multiplicity label).

\[ \begin{align*}
|\psi^{(n)}_{\lambda}\rangle & \text{ with respect to the algebra } \mathcal{A}_k. \text{ It is easily verified that these descendants are of the form} \\
\phi^{(m)}_{(m,n) - k/4} & |\psi^{(n)}_{\lambda}\rangle \quad \text{(first descendants),} \\
\phi^{(m)}_{r} H_s |\psi\rangle & = H_s \phi^{(m)}_{r} |\psi\rangle - (k - 2m) \phi^{(m)}_{r+s} |\psi\rangle \quad (3.7)
\end{align*} \]

a result that will prove invaluable to us in what follows. In particular, the vacuum has \( \theta^{(m,0)}_{0} = 0 \) for all \( m \) (\( n \) must be 0), so its first \( \mathcal{A}_k \)-descendants are the zero-grade states \( |\phi^{(m)}\rangle = \phi^{(m)}_{-k/4} 0\rangle \) (as we should expect).

It remains to determine the monodromy charge of descendant states. Suppose then that \( |\psi\rangle \) is a state of monodromy charge \( \theta \in \mathbb{Z}/2 \) (this is true for zero-grade descendants, so we may suppose that it is true as part of an inductive procedure). Then, \( \phi^{(m)}_{r} |\psi\rangle \) is defined if and only if \( r \in \mathbb{Z} + \theta - k/4 \), so by Equation (2.23),

\[ \phi^{(m)}_{r} H_s |\psi\rangle = H_s \phi^{(m)}_{r} |\psi\rangle - (k - 2m) \phi^{(m)}_{r+s} |\psi\rangle \quad (3.7) \]

must be defined for \( r \in \mathbb{Z} + \theta - k/4 \). It follows that \( H_s |\psi\rangle \) must also have monodromy charge \( \theta \). The same is true for \( E_s |\psi\rangle \) and \( F_s |\psi\rangle \), so we conclude that acting with affine modes does not change the monodromy charge (modulo 1).

To determine the effect of acting with a \( \phi \)-mode on the monodromy charge, we apply the generalised commutation relation (2.49) to the state \( |\psi\rangle \). For this to make sense, \( s + \ell \) and \( r - k/2 + \gamma + \ell \) must belong to \( \mathbb{Z} + \theta - k/4 \). In other words, \( r \in \mathbb{Z} + \theta + k/4 \) and \( s \in \mathbb{Z} + \theta - k/4 \) (hence \( r + s \in \mathbb{Z} \) as required on the right hand side of the generalised commutation relation). It now follows from
the term $\phi_r^{(m)}(\phi_k^{(n)}|\psi)$ that the monodromy charge of $\phi_s^{(n)}|\psi)$ must be $\theta + k/2$, hence we conclude that acting with $\phi$-modes changes the monodromy charge (modulo 1) by $k/2$ (and by induction that the monodromy charge always takes values in $\mathbb{Z}/2$).

We also mention that these results for descendant states can be derived directly from the definition in terms of the corresponding operator product expansion. We will usually only be interested in the charge (modulo 1) of descendant states, so we will omit this demonstration.

3.2. **Highest Weight Modules.** We define an $\mathfrak{A}_k$-highest weight state to be an affine highest weight state $|\psi_{\lambda}\rangle \equiv |\psi_{\lambda}^{(0)}\rangle$ such that a $\phi$-mode acting upon it cannot increase its $\mathfrak{sl}(2)$-weight or lower its conformal dimension, just as the affine modes cannot in the affine case. This requires

$$\phi_r^{(m)}|\psi_{\lambda}^{(0)}\rangle = 0 \quad \text{for } r > 0, \text{ or } r = 0 \text{ and } m < k/2. \quad (3.8)$$

We now define an $\mathfrak{A}_k$-Verma module in the usual way: It is the module generated from an $\mathfrak{A}_k$-highest weight state by the action of all elements of $\mathfrak{A}_k$, modulo the algebra relations.

It remains to see whether the condition (3.8) imposes constraints on $\lambda$. Being an affine highest weight state, the $\mathfrak{A}_k$-highest weight state will obviously have a well-defined conformal dimension and $\mathfrak{sl}(2)$-weight with $0 \leq \lambda \leq k$. In addition, we may also associate to it the $u(1)$-charges computed in Equation (3.3). Since each $\mathfrak{A}_k$-highest weight state must be of the form $|\psi_{\lambda}^{(0)}\rangle$, its first non-vanishing descendants must be, by (3.6), of the form $(m = 0, 1, \ldots, k)$

$$\phi_{\theta^{(m,0)}_{\lambda}}^{(m)}(\psi_{\lambda}^{(0)})^\lambda, \quad \text{where} \quad \theta^{(m,0)}_{\lambda} = \begin{cases} m - \lambda / 2 & \text{if } m \leq \lambda, \\ \lambda / 2 & \text{if } m > \lambda. \end{cases} \quad (3.9)$$

We observe that for $\lambda = k$, $\theta^{(m,0)}_{k} - k/4 = m - 3k/4$, which is positive for $m = k$. In other words, we see that the affine highest weight state $|\psi_{\lambda}^{(0)}\rangle$ has a non-vanishing “descendant” of lower conformal dimension, hence we conclude that $|\psi_{\lambda}^{(0)}\rangle$ cannot be an $\mathfrak{A}_k$-highest weight state.

This observation is easily generalised. Since $\max\{\theta^{(m,0)}_{\lambda} : m = 0, 1, \ldots, k\} = \lambda / 2$, a sufficient condition for $|\psi_{\lambda}^{(0)}\rangle$ to have a descendant of lower conformal dimension (hence not be an $\mathfrak{A}_k$-highest weight state) is that $\lambda > k/2$. If $\lambda = k/2$, we find that the first non-vanishing descendants (indexed by $m$ as above) have higher conformal dimensions than $|\psi_{k/2}^{(0)}\rangle$ for $m < k/2$, and the conformal dimension is unchanged for $m \geq k/2$. It is easy to check that in this latter case, the $\mathfrak{sl}(2)$-weight of the descendants is less than or equal to that of $|\psi_{k/2}^{(0)}\rangle$, so there is no contradiction to $|\psi_{k/2}^{(0)}\rangle$ being an $\mathfrak{A}_k$-highest weight state.

To summarise, we have shown that an affine highest weight state $|\psi_{\lambda}^{(0)}\rangle$ is an $\mathfrak{A}_k$-highest weight state if and only if $\lambda \leq k/2$. The remaining affine highest weight states must therefore appear as descendents of the genuine $\mathfrak{A}_k$-highest weight states. The $\mathfrak{sl}(2)$-weights and conformal dimensions
of the affine highest weight states suggest that the exact relationship is given by
\[
|\psi_{k-\lambda}^{(0)}\rangle = \phi^{(\lambda)}_{\lambda/2-k/4} |\psi_{\lambda}^{(0)}\rangle,
\]
which is verified by directly showing that the right hand side is an affine highest weight state:
\[
E_r \phi^{(\lambda)}_{\lambda/2-k/4} |\psi_{\lambda}^{(0)}\rangle = \{E_r, \phi^{(\lambda)}_{\lambda/2-k/4}\} |\psi_{\lambda}^{(0)}\rangle = [\lambda (k + 1 - \lambda)]^{1/2} \phi^{(\lambda-1)}_{\lambda/2+r-k/4} |\psi_{\lambda}^{(0)}\rangle = 0,
\]
(3.11)
since \(\theta^{\lambda-1,0}_\lambda = \lambda/2 - 1 < \lambda/2 + r\), for \(r \geq 0\) (and similar calculations with \(H_r\) and \(F_r\), but \(r > 0\)).

Thus we see that a generic \(A_k\)-Verma module contains at least\(^4\) two affine highest weight states: The \(A_k\)-highest weight state, \(|\psi_{\lambda}^{(0)}\rangle\), and the \(A_k\)-descendant \(|\psi_{k-\lambda}^{(0)}\rangle\). It is necessary to consider separately the exceptional case where \(k\) is even and \(\lambda = k/2\). Then these two affine highest weight states, \(|\psi_{k/2}^{(0)}\rangle\) and \(|\tilde{\psi}_{k/2}^{(0)}\rangle\), say, with
\[
|\tilde{\psi}_{k/2}^{(0)}\rangle = \phi_{0}^{(k/2)} |\psi_{k/2}^{(0)}\rangle,
\]
(3.12)
coincide (hence both would qualify as \(A_k\)-highest weight states according to the discussion above), and are related by the self-adjoint mode \(\phi_{0}^{(k/2)}\). It is really a matter of convenience as to whether we should identify these two states or not. We note that the simultaneous normalisation of all zero-grade states gives
\[
1 = \langle \tilde{\psi}_{k/2}^{(0)} | \tilde{\psi}_{k/2}^{(0)} \rangle = \langle \psi_{k/2}^{(0)} | (\phi_{0}^{(k/2)})^2 | \psi_{k/2}^{(0)} \rangle \quad \Rightarrow \quad (\phi_{0}^{(k/2)})^2 | \psi_{k/2}^{(0)} \rangle = | \psi_{\lambda}^{(0)} \rangle,
\]
(3.13)
so repeated application of \(\phi_{0}^{(k/2)}\) gives at most 2 independent states.

If we choose to identify these two highest weight states, we have to conclude that this exceptional \(A_k\)-Verma module has but one affine highest weight state, and that \(\phi_{0}^{(k/2)}\) leaves this state invariant. However, we will find it convenient (and not just for regularity of exposition) to not identify these states, and declare that \(|\psi_{k/2}^{(0)}\rangle\) is an \(A_k\)-highest weight state, whilst \(|\tilde{\psi}_{k/2}^{(0)}\rangle\) is not. With this understanding, this exceptional module may be treated just like any other.

We point out that in the preceding discussion, we have only verified that Equation (3.10) holds up to a multiplicative constant. This reflects the fact that highest weight states are only unique up to constant multipliers. Recall from Section 1.3 that we have chosen to normalise all the affine highest weight states (and their zero-grade descendants). Identifying the affine highest weight states as in Equation (3.10) is consistent with this, because we may absorb any factors arising from this identification into the eigenvalues of the \(S_{m,n}\). We now turn to an elaboration of this claim.

### 3.3. \(S_{m,n}\)-Eigenvalues.

Let us consider the computation of the eigenvalues of the \(S_{m,n}\) on each \(A_k\)-Verma module. These eigenvalues can be calculated directly from the general commutation relations, but it can be rather tiresome to compute each of them in this way (there are \([1/2 (k + 2)^2]\) independent eigenvalues on each of the \([1/2 (k + 1)]\) modules). To illustrate this, and the method of computation, the simplest case is exhibited in Section 4.1.

\(^4\)In fact, there are no more, as we shall prove in Proposition 5.2.
However, recall that the purpose of the $S_{m,n}$ is to absorb some unpleasant factors in the operator product expansions, which derive from our insistence on simultaneously normalising the zero-grade states of a given module. This is equivalent to independently choosing the inner-product on each affine module, and we have chosen it so that every affine highest weight state has unit norm. In the extended theory, affine highest weight states are paired in the $\mathfrak{A}_k$-Verma modules, so the algebra could potentially interfere with our ability to independently choose the inner-products. As mentioned above, however, the $S_{m,n}$ are able to absorb the factor that the algebra dictates should relate the two inner-products, assuming Equation (3.10), thereby restoring our ability to choose to normalise every zero-grade state. This factor will clearly depend upon the module, but not upon $m$ and $n$.

The upshot of this is that in the formalism we have developed, the eigenvalue of $S_{m,n}$ on some $\mathfrak{A}_k$-Verma module is the product of its eigenvalue on $|0\rangle$ (given by Equation (2.44)) and a factor independent of $m$ and $n$. For each module, this latter factor may therefore be computed from the eigenvalue of a single $S_{m,n}$. A convenient eigenvalue on $|\psi_{\lambda}\rangle \equiv |\psi_{\lambda}^{(0)}\rangle$ ($\lambda \leq k/2$) for this computation would be that of $S_{k-\lambda,\lambda}$, because

$$1 = \langle \psi_{k-\lambda} | \psi_{k-\lambda} \rangle = \langle \psi_{\lambda} | \phi_{(k-\lambda)/2}^{(k-\lambda)} \phi_{(\lambda)/2}^{(\lambda)} | \psi_{\lambda} \rangle = \sum_{j=0}^{\lambda} \binom{\lambda/2}{\lambda-j} \langle \psi_{\lambda} | S_{k-\lambda,\lambda} A_{0}^{(k-\lambda,\lambda;j)} | \psi_{\lambda} \rangle.$$  (3.14)

The $A_{0}^{(k-\lambda,\lambda;j)}$ are $\mathfrak{sl}(2)$-weightless, dimensionless, normally-ordered combinations of affine modes, hence their action on an affine highest weight state is by scalar multiplication. Evaluating this action then allows us to determine the eigenvalue of $S_{k-\lambda,\lambda}$, hence the eigenvalues of all of the $S_{m,n}$.

We illustrate this with the first few cases. If $\lambda = 0$ ($|\psi_{\lambda}\rangle = |0\rangle$), then $S_{k,0}$ is easily computed to have eigenvalue 1. The eigenvalues of a general $S_{m,n}$ on the vacuum are therefore given by Equation (2.44) (as they must be). The first non-trivial case is $\lambda = 1$ which gives

$$1 \equiv \langle \psi_{1} | S_{k-1,1} \left[ \frac{1}{2} - \frac{k-2}{2k} H_{0} \right] | \psi_{1} \rangle = \frac{1}{k} \langle \psi_{1} | S_{k-1,1} | \psi_{1} \rangle,$$  (3.15)

hence eigenvalue $k$. The eigenvalues of the $S_{m,n}$ on $|\psi_{1}\rangle$ are therefore $k$ times the values given by Equation (2.44). For $\lambda = 2$ we get

$$1 \equiv \langle \psi_{2} | S_{k-2,2} \left[ \frac{4-k}{2k} H_{0} + \frac{k+2}{6} L_{0} - \frac{4-k}{4k} H_{0} + \left( \frac{1}{12} - \frac{k-2}{k(k-1)} \right) A_{0}^{0} \right] | \psi_{2} \rangle = \frac{2}{k(k-1)} \langle \psi_{2} | S_{k-2,2} | \psi_{2} \rangle,$$  (3.16)

where we note that

$$A_{0}^{0} | \psi_{2} \rangle = \sum_{r} : H_{r} H_{-r} - E_{r} E_{-r} - F_{r} E_{-r} : | \psi_{2} \rangle = (H_{0}^{2} - H_{0}) | \psi_{2} \rangle = 2 | \psi_{2} \rangle$$  (3.17)
Applying this to \((\partial H)_0 = -H_0\). The \(S_{m,n}\)-eigenvalues are therefore \(\binom{k}{\lambda}\) times the eigenvalues given in Equation (2.44).

It appears likely from these computations that this ratio will be \(\binom{k}{\lambda}\) in general, but it is difficult to prove this using the above method. The problem is essentially that we have to use the generalised commutation relation of order \(\gamma = \lambda + 1\), thereby needing to compute the \(A_0^{(k-\lambda,\lambda;j)}\) for \(j\) up to \(\lambda\), a rather non-trivial task when \(\lambda\) is large. This non-triviality derives from the large number of terms contributing to the right-hand-side of the generalised commutation relation with \(m + n = k\) when \(\gamma = \lambda + 1\) is large. Such general computations would be far easier if we were only required to use a generalised commutation relation with a single (known) term on the right-hand-side. Remarkably, this can indeed be arranged.

**Proposition 3.1.** *The eigenvalue of \(S_{m,n}\) on \(|\psi_\lambda\rangle\) is \(\binom{k}{\lambda}\) times its eigenvalue on \(|0\rangle\).*

**Proof.** By iterating Equation (1.13), we may write

\[
1 = \langle \psi_\lambda | \psi_\lambda \rangle = \frac{1}{\lambda!} \langle \psi_\lambda^{(0)} | E_0^\lambda | \psi_\lambda^{(\lambda)} \rangle. \tag{3.18}
\]

Since \(\psi_\lambda^{(\lambda)}\) is a zero-grade state, we have

\[
E_0^\lambda | \psi_\lambda^{(\lambda)} \rangle = \sum_{r_1,\ldots,r_\lambda \in \mathbb{Z}} :E_{r_1} \cdots E_{r_\lambda} : | \psi_\lambda^{(\lambda)} \rangle, \tag{3.19}
\]

where the normal-ordering is nested to the right as usual. But, this is (up to an \(S_{m,n}\) factor) precisely the right-hand-side of the generalised commutation relation with \(\gamma = \lambda + 1\), \(m + n = k - \lambda\) and \(r + s = 0\). We choose \(n = 0\) and \(s = \lambda/2 - k/4\) (in accord with the monodromy charge of \(|\psi_\lambda^{(\lambda)}\rangle\)):

\[
\sum_{\ell = 0}^{\infty} \binom{\ell - k/2 + \lambda}{\ell} \left[ \phi^{(k-\lambda)}_{k/4-\lambda/2-\ell} \phi^{(0)}_{\lambda/2-k/4+\ell} + \phi^{(0)}_{k/4-\lambda/2-1-\ell} \phi^{(k-\lambda)}_{\lambda/2-k/4+1+\ell} \right]
\]

\[= \sum_{r_1,\ldots,r_\lambda \in \mathbb{Z}} \sum_{r_1 + \ldots + r_\lambda = 0}^{\ell = 1} :E_{r_1} \cdots E_{r_\lambda} :, \tag{3.20}
\]

Applying this to \(|\psi_\lambda^{(\lambda)}\rangle\), almost all of the terms vanish because \(\theta^{(m,\lambda)}_\lambda = \lambda/2\) when \(m \leq k - \lambda\) (by Equation (3.3)). We therefore conclude that

\[
1 = \frac{1}{\lambda!} \langle \psi_\lambda^{(0)} | \sum_{r_1,\ldots,r_\lambda \in \mathbb{Z}} :E_{r_1} \cdots E_{r_\lambda} : | \psi_\lambda^{(\lambda)} \rangle \]

\[= \frac{1}{\lambda!} \langle \psi_{k-\lambda}^{(0)} | S_{k-\lambda,0}^{-1} \phi^{(0)}_{k/4-\lambda/2} \phi^{(0)}_{\lambda/2-k/4} \phi^{(k-\lambda)}_\lambda | \psi_\lambda^{(\lambda)} \rangle, \tag{3.21}
\]

by (the adjoint of) Equation (3.10).
Consider now the combination \( \phi_{\lambda/2-k/4}^{(0)} | \psi_{\lambda}^{(\lambda)} \rangle \). Equation (1.13) allows us to “exchange” the \( \mathfrak{sl}(2) \)-weight between the mode and the state in the following manner:

\[
\phi_{\lambda/2-k/4}^{(0)} | \psi_{\lambda}^{(\lambda)} \rangle = \frac{1}{\lambda^{1/2}} \phi_{\lambda/2-k/4}^{(0)} F_0 | \psi_{\lambda}^{(\lambda-1)} \rangle
\]

\[
= \left[ \frac{k}{\lambda} \right]^{1/2} \phi_{\lambda/2-k/4}^{(1)} | \psi_{\lambda}^{(\lambda-1)} \rangle - \frac{1}{\lambda^{1/2}} F_0 \phi_{\lambda/2-k/4}^{(0)} | \psi_{\lambda}^{(\lambda-1)} \rangle. \quad (3.22)
\]

The \( F_0 \) at the left of the last term will annihilate \( | \psi_{\lambda}^{(0)} \rangle \), so iterating this exchange gives

\[
1 = \frac{1}{\lambda !} \left( \frac{k}{\lambda} \right)^{1/2} \langle \psi_{k-\lambda}^{(0)} | S_{k-\lambda,0}^{-1} \phi_{\lambda/2-k/4}^{(0)} | \psi_{\lambda}^{(0)} \rangle = \frac{1}{\lambda !} \left( \frac{k}{\lambda} \right)^{1/2} \langle \psi_{k-\lambda}^{(0)} | S_{k-\lambda,0}^{-1} | \psi_{k-\lambda}^{(0)} \rangle. \quad (3.23)
\]

The eigenvalues of \( S_{k-\lambda,0} \) on \( | \psi_{k-\lambda} \rangle \) and on the vacuum (see Equation (2.44)) are therefore given by

\[
\frac{1}{\lambda !} \left( \frac{k}{\lambda} \right)^{1/2} \quad \text{and} \quad \frac{(k-\lambda) !}{k !} \left( \frac{k}{\lambda} \right)^{1/2}, \quad (3.24)
\]

respectively, whence the result.

\[ \blacksquare \]

4. Examples

4.1. The \( \widehat{\mathfrak{sl}}(2)_2 \) Extended Algebra. We consider the case \( k = 2 \), so there are three affine primaries:

The identity field, a field \( \psi_1 (z) \) of conformal dimension \( \frac{3}{16} \), and a simple current \( \phi (z) \) of conformal dimension \( \frac{1}{16} \). \( \psi_1 (z) \) gives rise to two zero-grade descendant fields, \( \psi_1 (z) \equiv \psi_1^{(0)} (z) \) and \( \psi_1^{(1)} (z) \) (of respective weights 1 and -1), whereas the simple current gives rise to three: \( \phi (z) \equiv \phi^{(0)} (z) \), \( \phi^{(1)} (z) \) and \( \phi^{(2)} (z) \) (of respective weights 2, 0, and -2). The operator product expansions of the latter take the form:

\[
\phi^{(0)} (z) \phi^{(0)} (w) = S_{0,0} : E (w) E (w) : (z-w) + \ldots
\]

\[
\phi^{(0)} (z) \phi^{(1)} (w) = S_{0,1} \left[ E (w) + \left( \frac{1}{2} \partial E (w) + \frac{1}{2} \Delta^+ (w) \right) (z-w) + \ldots \right]
\]

\[
\phi^{(1)} (z) \phi^{(0)} (w) = S_{1,0} \left[ E (w) + \left( \frac{1}{2} \partial E (w) - \frac{1}{2} \Delta^+ (w) \right) (z-w) + \ldots \right]
\]

\[
\phi^{(0)} (z) \phi^{(2)} (w) = S_{0,2} \left[ \frac{1}{z-w} + \frac{1}{2} H (w) + \left( \frac{2}{3} T (w) + \frac{1}{4} \partial H (w) + \frac{1}{12} \Delta^0 (w) \right) (z-w) + \ldots \right]
\]

\[
\phi^{(1)} (z) \phi^{(1)} (w) = S_{1,1} \left[ \frac{1}{z-w} + \left( \frac{2}{3} T (w) - \frac{1}{6} \Delta^0 (w) \right) (z-w) + \ldots \right] \quad (4.1)
\]

\[
\phi^{(2)} (z) \phi^{(0)} (w) = S_{2,0} \left[ \frac{1}{z-w} - \frac{1}{2} H (w) + \left( \frac{2}{3} T (w) - \frac{1}{4} \partial H (w) + \frac{1}{12} \Delta^0 (w) \right) (z-w) + \ldots \right]
\]

\[
\phi^{(1)} (z) \phi^{(2)} (w) = S_{1,2} \left[ F (w) + \left( \frac{1}{2} \partial F (w) + \frac{1}{4} \Delta^- (w) \right) (z-w) + \ldots \right]
\]

\[
\phi^{(2)} (z) \phi^{(1)} (w) = S_{2,1} \left[ F (w) + \left( \frac{1}{2} \partial F (w) - \frac{1}{4} \Delta^- (w) \right) (z-w) + \ldots \right]
\]

\[
\phi^{(2)} (z) \phi^{(2)} (w) = S_{2,2} : F (w) F (w) : (z-w) + \ldots
\]
We have explicitly listed both $\phi^{(m)}(z) \phi^{(n)}(w)$ and $\phi^{(n)}(z) \phi^{(m)}(w)$ in order to illustrate the commutativity given by Equation (2.37) (with $\mu_{m,n} = 1$):

$$\phi^{(m)}(z) \phi^{(n)}(w) = (-1)^{m+n+1} \phi^{(n)}(w) \phi^{(m)}(z).$$

(4.2)

We also note that the generalised commutation relations with $\gamma = 1$ are the super-commutation relations

$$\phi^{(m)} r \phi^{(n)} + (-1)^{m+n} \phi^{(n)} r \phi^{(m)} = \delta_{m,n,2} \delta_{r,s,0}.$$  

(4.3)

From Equation (2.44), the eigenvalues of the $S_{m,n}$ on the vacuum $\mathcal{V}_2$-module are given (in matrix form with rows and columns indexed by 0, 1 and 2) by

$$S |0\rangle = \begin{pmatrix} 1/2 & 1/\sqrt{2} & 1 \\ 1/\sqrt{2} & 1 & 1/\sqrt{2} \\ 1 & 1/\sqrt{2} & 1/2 \end{pmatrix} |0\rangle.$$  

(4.4)

We determine the eigenvalues on $|\psi_1\rangle$, to compare with (and illustrate) the discussion of Section 3.3. The easiest determination is

$$1 = \langle \tilde{\psi}_1 | \tilde{\psi}_1 \rangle = \langle \psi_1 | \phi^{(1)}_0 \phi^{(1)}_0 | \psi_1 \rangle = \frac{1}{2} \langle \psi_1 | S_{1,1} | \psi_1 \rangle,$$

(4.5)

hence $S_{1,1} |\psi_1\rangle = 2 |\psi_1\rangle$.

The computation of the other eigenvalues provides a convenient illustration of the use of generalised commutation relations. First, note that $\gamma = 1$ gives

$$\langle \psi_1 | \phi^{(0)}_0 \phi^{(0)}_0 F_0 | \psi_1 \rangle = \frac{1}{2} \langle \psi_1 | \phi^{(0)}_0 \phi^{(0)}_0 F_0 | \psi_1 \rangle = \sqrt{2} \langle \psi_1 | \phi^{(1)}_0 \phi^{(1)}_0 | \psi_1 \rangle = \sqrt{2},$$

(4.6)

since $\phi^{(0)}_0$ annihilates $|\psi_1\rangle$, by Equation (3.9). Alternatively,

$$\langle \psi_1 | \phi^{(0)}_0 \phi^{(1)}_0 F_0 | \psi_1 \rangle = \frac{3}{2} \langle \psi_1 | S_{0,1} F_0 | \psi_1 \rangle = \langle \psi_1 | S_{0,1} | \psi_1 \rangle,$$

(4.7)

and

$$\langle \psi_1 | \phi^{(0)}_0 \phi^{(1)}_0 F_1 | \psi_1 \rangle = \sqrt{2} \langle \psi_1 | \phi^{(0)}_0 \phi^{(2)}_0 | \psi_1 \rangle - \langle \psi_1 | \phi^{(0)}_0 \phi^{(1)}_1 | \psi_1 \rangle = \sqrt{2} \left[ \langle \psi_1 | S_{0,2} | \psi_1 \rangle - 1 \right],$$

(4.8)

from which we get $S_{0,1} |\psi_1\rangle = \sqrt{2} |\psi_1\rangle$ and $S_{0,2} |\psi_1\rangle = 2 |\psi_1\rangle$. Finally, the eigenvalue of $S_{0,0}$ may be obtained by comparing

$$\langle \psi_1 | F_1 \phi^{(0)}_0 \phi^{(0)}_0 F_{-1} | \psi_1 \rangle = 2 \langle \psi_1 | \phi^{(1)}_0 \phi^{(1)}_0 | \psi_1 \rangle = 2,$$

(4.9)

and

$$\langle \psi_1 | F_1 \phi^{(0)}_0 \phi^{(0)}_0 F_{-1} | \psi_1 \rangle = \frac{3}{2} \langle \psi_1 | S_{0,0} F_1 \left( E_0^2 + 2E_{-1}E_1 \right) F_{-1} | \psi_1 \rangle = 2 \langle \psi_1 | S_{0,0} | \psi_1 \rangle,$$

(4.10)
We now define the third fermion to be \( \phi_0 \), instead of anticommuting with them. The remedy is to introduce an operator \( F \) into the fermion definitions so as to restore anticommutativity. Recall from Section 2.1 that when \( k \) is even, we may consistently choose a different adjoint in the extended theory which results in the affine modes \( E \) and \( F \) commuting with the \( \phi \)-modes, rather than anticommuting (this is referred to as choice (2) in Section 2.1). The equivalence of the theory defined by this adjoint and the adjoint we have used throughout was given by such an \( F \) in Equation (2.17), whose properties were summarised at the end of Section 2.1.

Redefining the first two fermions as \( \chi^+ (z) \rightarrow \chi^+ (z) F \) and \( \chi^- (z) \rightarrow \chi^- (z) F \) has no effect on their operator product expansions. We now define the third fermion to be \( \chi^0 (z) = i \phi_0 (z) F \), so that the three fermions are all mutually anticommutative. The remaining operator product expansions then become

\[
\begin{align*}
\chi^+ (z) \chi^0 (w) &= S_{0,2} \frac{-i}{2} [(E + F) (w) + \left( \frac{i}{2} \partial (E + F) (w) + \frac{1}{4} (\Delta^+ - \Delta^-) (w) \right) (z-w) + \ldots ] \\
\chi^0 (z) \chi^0 (w) &= S_{0,2} \left[ \frac{1}{z-w} + \left( \frac{3}{2} T (w) - \frac{1}{6} \Delta^0 (w) \right) (z-w) + \ldots \right] \\
\chi^- (z) \chi^0 (w) &= S_{0,2} \frac{-1}{2} [(E - F) (w) + \left( \frac{i}{2} \partial (E - F) (w) + \frac{1}{4} (\Delta^+ + \Delta^-) (w) \right) (z-w) + \ldots ],
\end{align*}
\]

where we have used the fact that \( S_{0,0} = \frac{1}{2} S_{0,2} \).
using $S_{1,1} = S_{0,2}$ and $S_{0,1} = \frac{1}{\sqrt{2}} S_{0,2}$. Note that the operator product expansions of distinct fermions are regular.

These operator product expansions should be compared with the operator product expansion of the simple current\(^5\) $\mathcal{X}(z)$ of the Ising model [5, 12]:

$$\mathcal{X}(z) \mathcal{X}(w) = \overline{\mathcal{S}} \left[ \frac{1}{z-w} + 2 \overline{T}(w) + \ldots \right].$$

(4.15)

Here, $\overline{\mathcal{S}}$ is a scalar operator taking (when the Virasoro highest weight states are simultaneously normalised) eigenvalue 1 on the Ising model vacuum and 2 on the highest weight state of conformal dimension $1_{16}$ (so we identify it with $S_{0,2} = S_{1,1}$), and $\overline{T}(w)$ denotes the Ising model Virasoro field. It follows that the $\mathfrak{A}_2$-Virasoro field decomposes into three Ising model Virasoro fields, $T(z) = \overline{T}^+(z) + \overline{T}^0(z) + \overline{T}^-(z)$, where

$$\overline{T}^+(z) = \frac{1}{2} T(z) + \frac{1}{24} \Delta^0(z) + \frac{8}{16} : EE + FF : (z) = \frac{1}{16} \phi : HH : (z) + \frac{1}{8} : EE + FF : (z),$$

$$\overline{T}^0(z) = \frac{1}{3} T(z) - \frac{1}{12} \Delta^0(z) = \frac{1}{16} \phi : HH : (z) + \frac{1}{8} : EF + FE : (z),$$

and

$$\overline{T}^-(z) = \frac{1}{3} T(z) + \frac{1}{24} \Delta^0(z) - \frac{1}{8} : EE + FF : (z) = \frac{1}{16} \phi : HH : (z) - \frac{1}{8} : EE + FF : (z).$$

(4.16)

One may explicitly check (we used OPEDefs [17] in Mathematica) that these are indeed Virasoro fields of central charge $\frac{1}{2}$, and that the operator product expansions between distinct Virasoro fields are regular\(^6\).

Denoting the extended algebra of the Ising model by $\overline{\mathfrak{X}}$, we have therefore explicitly demonstrated the isomorphism

$$\mathfrak{A}_2 \cong \overline{\mathfrak{X}} \otimes \overline{\mathfrak{X}} \otimes \overline{\mathfrak{X}}.$$ 

(4.18)

We note that this isomorphism preserves the adjoints of the theories (the fermions constructed above are self-adjoint), hence that we have constructed an isomorphism of $L_0$-graded *-algebras (the grading by $\mathfrak{sl}(2)$-weight is lost on the fermions). Moreover, it is not hard to verify that the $\mathfrak{A}_2$-highest weight states $|0\rangle$ and $|\psi_1\rangle$ decompose under this isomorphism as

$$|0\rangle \longleftrightarrow |\overline{0}\rangle \otimes |\overline{0}\rangle \otimes |\overline{0}\rangle \quad \text{and} \quad |\psi_1\rangle \longleftrightarrow |\overline{1}_8\rangle \otimes |\overline{1}_8\rangle \otimes |\overline{1}_8\rangle,$$

(4.19)

respectively, where $|\overline{h}\rangle$ denotes a $\overline{\mathfrak{X}}$-highest weight state of conformal dimension $h$ (the affine highest weight state $|\phi\rangle$ does not even correspond to an eigenstate of the Virasoro modes $L^\pm_0$ corresponding to the fields $\overline{T}^\pm(z)$). This isomorphism of algebras suggests that there are corresponding isomorphisms of modules, hence character identities. We will study this in Sections 5 and 6.

\(^5\)Quantities with bars such as these will always be reserved for those relating to the extended Ising model (fermion) theory. They do not refer to antiholomorphic sectors.

\(^6\)Actually, OPEDefs reports that these operator product expansions all have the form

$$\overline{T}(z) \overline{T}^j(w) = \pm \frac{1}{8} \phi : EHE : (w) - : FFH : (w) \frac{1}{z-w} + \ldots \quad (i, j \in \{+, 0, -\}, i \neq j).$$

(4.17)

However, it is easy to check that the two composite fields appearing above are actually null.
4.2. The $\mathfrak{sl}(2)_4$ Extended Algebra. When $k = 4$, there are three $\mathfrak{g}_4$-highest weight states, $|0\rangle$, $|\psi_1\rangle$ and $|\psi_2\rangle$, and the simple current has five component fields $\phi^{(m)}(z), m = 0, \ldots, 4$, of conformal dimension 1. The $S_{m,n}$ are given by Equation (2.44) as

$$S|0\rangle = \begin{pmatrix} 1/24 & 1/12 & \sqrt{6}/12 & 1/2 & 1 \\ 1/12 & 1/4 & \sqrt{6}/4 & 1 & 1/2 \\ \sqrt{6}/12 & \sqrt{6}/4 & 1 & \sqrt{6}/4 & \sqrt{6}/12 \\ 1/2 & 1/2 & \sqrt{6}/12 & 1/12 & 1/24 \end{pmatrix} |0\rangle,$$

(4.20)

and Section 3.3 gives the corresponding eigenvalues on $|\psi_1\rangle$ and $|\psi_2\rangle$ as 4 and 6 times these, respectively. The simple current component fields are supercommutative in the sense that

$$\phi^{(m)}(z) \phi^{(n)}(w) = (-1)^{m+n} \phi^{(n)}(w) \phi^{(m)}(z),$$

(4.21)

and the non-zero operator product expansions (to second order) are

$$\phi^{(1)}(z) \phi^{(1)}(w) = \frac{1}{4} S_{2,2} [ : EE : (w) + \ldots ]$$

$$\phi^{(0)}(z) \phi^{(2)}(w) = \frac{\sqrt{6}}{12} S_{2,2} [ : EE : (w) + \ldots ]$$

$$\phi^{(2)}(z) \phi^{(4)}(w) = \frac{\sqrt{6}}{12} S_{2,2} [ : FF : (w) + \ldots ]$$

$$\phi^{(3)}(z) \phi^{(3)}(w) = \frac{1}{4} S_{2,2} [ : FF : (w) + \ldots ]$$

$$\phi^{(0)}(z) \phi^{(3)}(w) = \frac{1}{2} S_{2,2} \left[ \frac{E(w)}{z-w} + \frac{1}{2} \partial E(w) + \frac{1}{4} \Delta^+(w) + \ldots \right]$$

$$\phi^{(1)}(z) \phi^{(2)}(w) = \frac{\sqrt{6}}{4} S_{2,2} \left[ \frac{E(w)}{z-w} + \frac{1}{2} \partial E(w) + \frac{1}{12} \Delta^+(w) + \ldots \right]$$

$$\phi^{(2)}(z) \phi^{(3)}(w) = \frac{\sqrt{6}}{4} S_{2,2} \left[ \frac{F(w)}{z-w} + \frac{1}{2} \partial F(w) + \frac{1}{12} \Delta^-(w) + \ldots \right]$$

$$\phi^{(3)}(z) \phi^{(4)}(w) = \frac{1}{2} S_{2,2} \left[ \frac{F(w)}{z-w} + \frac{1}{2} \partial F(w) + \frac{1}{4} \Delta^-(w) + \ldots \right]$$

$$\phi^{(0)}(z) \phi^{(4)}(w) = S_{2,2} \left[ \frac{1}{(z-w)^2} + \frac{H(w)}{2(z-w)} + T(w) + \frac{1}{4} \partial H(w) + \frac{1}{12} \Delta^0(w) + \ldots \right]$$

$$\phi^{(1)}(z) \phi^{(3)}(w) = S_{2,2} \left[ \frac{1}{(z-w)^2} + \frac{H(w)}{4(z-w)} + T(w) + \frac{1}{8} \partial H(w) - \frac{1}{24} \Delta^0(w) + \ldots \right]$$

$$\phi^{(2)}(z) \phi^{(2)}(w) = S_{2,2} \left[ \frac{1}{(z-w)^2} + T(w) - \frac{1}{12} \Delta^0(w) + \ldots \right],$$

the rest being obtained by these from Equation (4.21).
There is a conformal embedding of \( \hat{\mathfrak{sl}}(2)_4 \) into \( \hat{\mathfrak{sl}}(3)_1 \), meaning that the corresponding coset model \( \hat{\mathfrak{sl}}(3)_1 / \hat{\mathfrak{sl}}(2)_4 \) has vanishing central charge. This does not directly imply the equivalence of the two conformal field theories. Indeed, the spectrum of the \( \hat{\mathfrak{sl}}(3)_1 \)-Wess-Zumino-Witten theory indicates that the correct \( \hat{\mathfrak{sl}}(2)_4 \)-Wess-Zumino-Witten theory is the non-diagonal one \([14]\). Nevertheless, the chiral algebras of the two theories need to correspond in some way. We will detail this correspondence by proving that the chiral algebras \( \mathfrak{A}_4 \) and \( \mathfrak{U}(\hat{\mathfrak{sl}}(3)_1) \) are isomorphic.

Roughly speaking, the three \( \mathfrak{sl}(2) \) generators are augmented by the five components of the simple current (whose conformal dimension is 1) to fill out the eight \( \mathfrak{sl}(3) \) generators:

\[
\begin{array}{ccccccc}
\phi^{(0)} & E & \phi^{(1)}H, & \phi^{(2)}F & \phi^{(3)} & e_1 & f_1 \\
\phi^{(4)} & e_\theta & h_1, & h_2 & f_\theta. & e_2 & f_2 \\
\end{array}
\]

(4.23)

We choose the \( \mathfrak{sl}(3) \) generators in the following way: For the two simple roots, we let \( h_1 \) and \( h_2 \) be the corresponding coroots, and let \( e_1, f_1 \) and \( e_2, f_2 \) be the corresponding root vectors, normalised by \( [e_i, f_i] = h_i \). The Killing form\(^7\) therefore satisfies

\[
\kappa(e_i, f_j) = \kappa(f_i, e_j) = \delta_{ij}, \quad \kappa(h_i, h_j) = A_{ij} \quad (A = \begin{pmatrix} 2 & -1 \\ -1 & 2 \end{pmatrix}, \text{the Cartan matrix}),
\]

(4.24)

and vanishes for all other combinations of \( e_i, f_i \) and \( h_i \). We define \( e_\theta = [e_1, e_2] \) and \( f_\theta = e_\theta^\dagger = [f_2, f_1] \). Invariance of the Killing form and the Jacobi identity then give \( \kappa(e_\theta, f_\theta) = -\kappa(h_1, h_2) = 1 \), hence

\[
[e_2, f_\theta] = f_1, \quad [f_\theta, e_1] = f_2, \quad [e_\theta, f_2] = e_1, \quad [f_1, e_\theta] = e_2
\]

(4.25)

(invariance), and finally, \( [e_\theta, f_\theta] = h_1 + h_2 \) (Jacobi identity).

The isomorphism between \( \mathfrak{A}_4 \) and \( \mathfrak{U}(\hat{\mathfrak{sl}}(3)_1) \) may be derived by comparing the operator product expansions of each theory\(^8\). If we suppose that \( H = ah_1 + bh_2 \) and that \( \phi^{(0)} \) is proportional to \( e_\theta \), then by comparing

\[
H(z) \phi^{(0)}(w) = \frac{4\phi^{(0)}(w)}{z-w} + \ldots \quad \text{and} \quad (ah_1 + bh_2)(z)e_\theta(w) = \frac{(a+b)\phi^{(0)}(w)}{z-w} + \ldots,
\]

(4.27)

we derive that \( a + b = 4 \). Similarly, comparing \( H(z)H(w) \) with its \( \hat{\mathfrak{sl}}(3)_1 \) counterpart gives \( a^2 - ab + b^2 = 4 \), hence \( a = b = 2 \). If we now put \( \phi^{(2)} = \alpha h_1 + \beta h_2 \), then considering its operator product expansions with \( H \) and with itself, we conclude that \( \beta = -\alpha \) and \( \alpha^2 = \frac{8}{2,2}/6 \).

\(^7\)We denote the Killing form of \( \mathfrak{sl}(3) \) by \( \kappa(\cdot, \cdot) \) to distinguish it from that of \( \mathfrak{sl}(2) \).

\(^8\)Alternatively, we can directly compare the \( \mathfrak{sl}(3)_1 \) commutation relations with the supercommutation relations

\[
\phi^{(m)}_r \phi^{(n)}_s = (-1)^{m+n} \phi^{(n)}_s \phi^{(m)}_r \equiv S_{m,n} \left[ \delta_{r+s,0} + r \delta_{m+n,4} \delta_{r+s,0} \right],
\]

(4.26)

where \( J^{(m,n)} \) denotes \( E, \frac{1}{2}(n-m)H \) or \( F \) according as to whether \( m + n \) is 3, 4 or 5 (respectively), and vanishes otherwise.
At this point we pause to note that the $\hat{\mathfrak{sl}}(3)$ currents are all mutually bosonic, whereas our simple current fields are not (Equation (4.21)). Again, we must remedy this with an operator $\mathcal{F}$, and Equation (2.17) advises that we must put

$$\phi^{(2)} \mathcal{F} = \sqrt{\frac{S_{2,2}}{6}} (h_1 - h_2).$$

(4.28)

The remaining calculations are routine and offer no new subtleties. The final result is as follows:

\[
\begin{align*}
\phi^{(0)} \mathcal{F} &= -\sqrt{S_{2,2}} e_\theta \\
E &= \sqrt{2} (e_1 + e_2) \\
\phi^{(1)} \mathcal{F} &= \sqrt{\frac{S_{2,2}}{2}} (e_1 - e_2) \\
H &= 2 (h_1 + h_2) \\
\phi^{(2)} \mathcal{F} &= \sqrt{\frac{S_{2,2}}{6}} (h_1 + h_2) \\
F &= \sqrt{2} (f_1 + f_2) \\
\phi^{(3)} \mathcal{F} &= -\sqrt{\frac{S_{2,2}}{2}} (f_1 - f_2) \\
\phi^{(4)} \mathcal{F} &= -\sqrt{S_{2,2}} f_\theta
\end{align*}
\]

\[
e_\theta = \frac{-1}{\sqrt{S_{2,2}}} \phi^{(0)} \mathcal{F} \\
e_1 = \frac{1}{2\sqrt{2}} E + \frac{1}{\sqrt{2S_{2,2}}} \phi^{(1)} \mathcal{F} \\
e_2 = \frac{1}{2\sqrt{2}} E - \frac{1}{\sqrt{2S_{2,2}}} \phi^{(1)} \mathcal{F} \\
h_1 = \frac{1}{4} H + \frac{3}{2S_{2,2}} \phi^{(2)} \mathcal{F} \\
h_2 = \frac{1}{4} H - \frac{3}{2S_{2,2}} \phi^{(2)} \mathcal{F} \\
f_1 = \frac{1}{2\sqrt{2}} F - \frac{1}{\sqrt{2S_{2,2}}} \phi^{(3)} \mathcal{F} \\
f_2 = \frac{1}{2\sqrt{2}} F + \frac{1}{\sqrt{2S_{2,2}}} \phi^{(3)} \mathcal{F} \\
f_\theta = \frac{-1}{\sqrt{S_{2,2}}} \phi^{(4)} \mathcal{F}
\]

(4.29)

We note that the adjoints of $\mathfrak{A}_4$ and $\hat{\mathfrak{sl}}(3)$ are also preserved, hence we have another isomorphism of $*$-algebras. We mention that if we had tried to continue these computations without such an $\mathcal{F}$, we would have quickly reached a contradiction in the algebra.

It is not difficult to verify that this isomorphism identifies the Virasoro fields of our two theories. Of more interest is the fact that $H = 2 (h_1 + h_2)$ limits the allowed $\mathfrak{A}_4$-highest weight states to $|0\rangle$ and $|\psi_2\rangle$, as the eigenvalues of $H$ are constrained to be even (this is consistent with the formulae given for $h_1$ and $h_2$ if we remember that $S_{2,2}$ has eigenvalue 6 on $|\psi_2\rangle$). Actually, this is just the constraint imposed by monodromy charge: Linear combinations such as those appearing on the right of (4.29) only make sense at the level of modes when acting upon states whose charge is integral, so that the mode subscripts are integers.

Assuming that $\phi_0^{(2)}$ interchanges the highest weight states $|\psi_2\rangle$ and $|\tilde{\psi}_2\rangle$, the precise correspondence is then

\[
|0\rangle \quad \leftrightarrow \quad |(0,0)\rangle \quad \text{and} \quad |\psi_2\rangle + |\tilde{\psi}_2\rangle \leftrightarrow |(1,0)\rangle \quad |\psi_2\rangle - |\tilde{\psi}_2\rangle \leftrightarrow |(0,1)\rangle
\]

(4.30)
where \(|(\lambda_1, \lambda_2)\rangle\) denotes the \(\widehat{sl}(3)\)_\(i\)-highest weight states whose \(h_i\)-eigenvalue is \(\lambda_i\). This correspondence between highest weight states can be lifted to the irreducible modules and their characters. To see this, we now turn to a study of the singular vectors of the \(\mathfrak{A}_k\)-Verma modules.

5. SINGULAR VECTORS

5.1. Preliminary Remarks. Recall from Section 3.2 that we have identified two affine highest weight states in each \(\mathfrak{A}_k\)-Verma module: The \(\mathfrak{A}_k\)-highest weight state itself, and its \(\mathfrak{A}_k\)-descendant given in Equation (3.10). That there are only two (non-singular) affine highest weight states is to be expected as the simple current has order two in the fusion ring. Nevertheless, we can give a direct proof of this fact using the following lemma, which states that the action of any bilinear in the \(\phi\)-modes within a highest weight module can be replaced by a combination of affine modes.

**Lemma 5.1.** Any state of the form \(\phi_r^{(m)} \phi_s^{(n)} |\psi\rangle\), where \(|\psi\rangle\) is an arbitrary state in a highest weight module, may be written as a linear combination of affine descendants of \(|\psi\rangle\).

**Proof.** The generalised commutation relations given in Equation (2.49), for difference choices of \(r\), all express an infinite linear combination of quadratics in the \(\phi\)-modes, in terms of pure affine modes (recall that the \(S_{m,n}\) act as constants within highest weight modules). We therefore seek to invert this relation. Write the generalised commutation relations in the form

\[
\sum_{\ell=0}^{\infty} \left( \ell - k/2 + \gamma - 1 \right) \left[ \phi_{r-\ell, i+\ell}^{(m)} \phi_{s+\ell}^{(n)} - (-1)^{k-m-n+\gamma} \phi_{s+k/2-\gamma-\ell}^{(n)} \phi_{r-k/2+\gamma+\ell}^{(m)} \right] |\psi\rangle = R_{r,s}^{(m,n)}(\gamma) |\psi\rangle,
\]

(5.1)

where \(R_{r,s}^{(m,n)}(\gamma)\) denotes the right-hand-side of Equation (2.49). We determine an integer \(N \geq 0\) such that \(\phi_{s+N+\ell}^{(n)}\) annihilates \(|\psi\rangle\) for all \(\ell \geq 0\), and then choose \(\gamma\) sufficiently large so that \(\phi_{r-N-k/2+\gamma+\ell}^{(m)}\) also annihilates \(|\psi\rangle\) for all \(\ell \geq 0\). The generalised commutation relations now become (with \(r \rightarrow r-i\) and \(s \rightarrow s+i\))

\[
\sum_{\ell=0}^{N-1} \left( \ell - k/2 + \gamma - 1 \right) \phi_{r-i-\ell, s+i+\ell}^{(m)} \phi_{s+i+\ell}^{(n)} |\psi\rangle = R_{r-i-s+1}^{(m,n)}(\gamma) |\psi\rangle \quad \text{(for } i = 0, \ldots, N-1\text{)}.
\]

(5.2)

This is a set of linear equations for the \(\phi_{r-i-\ell, s+i+\ell}^{(m)} \phi_{s+i+\ell}^{(n)} |\psi\rangle\), and the corresponding matrix is triangular with diagonal entries equal to one, hence invertible. It therefore follows that each \(\phi_{r-i-\ell}^{(m)} \phi_{s+i+\ell}^{(n)} |\psi\rangle\) can be expressed as a linear combination of the \(R_{r-i-s+1}^{(m,n)}(\gamma) |\psi\rangle\). But these are expressed as affine modes acting on \(|\psi\rangle\), as required.

We are now in a position to prove the announced result, namely:

**Proposition 5.2.** There are only two non-singular affine highest weight states in each \(\mathfrak{A}_k\)-Verma module (though they may coincide).

**Proof.** We have already identified two such highest weight states, \(|\psi_{\lambda}\rangle\) and \(|\psi_{k-\lambda}\rangle = \phi_{\lambda/2-k/4}^{(\lambda)} |\psi_{\lambda}\rangle\), in each \(\mathfrak{A}_k\)-Verma module. We therefore need only show that there are no others.
Consider therefore an arbitrary state of the form \( \phi_{r_1}^{(m_1)} \cdots \phi_{r_\ell}^{(m_\ell)} | \psi_\lambda \rangle \). If \( \ell = 0 \), then we are considering the \( \mathcal{A}_k \)-highest weight state. If \( \ell = 1 \), then we are considering \( \phi_{r_1}^{(m_1)} | \psi_\lambda \rangle \), and Equation (3.9) gives \( r \leq \theta_{\lambda}^{(m,0)} - k/4 \), where \( \theta_{\lambda}^{(m,0)} \) is \( \lambda/2 \) or \( m - \lambda/2 \) according as to whether \( m \geq \lambda \) or not. Acting on these states with \( E_0 \) and \( F_1 \) suffices to show that we have already found the only affine highest weight state with \( \ell = 1 \). It follows that every other state with \( \ell = 1 \) must be an affine descendant of this highest weight state, as an affine descendant of \( | \psi_\lambda \rangle \) must be expressed in terms of at least two \( \phi \)-modes (as follows from the generalised commutation relations).

But if \( \ell > 1 \), Lemma 5.1 allows us to replace the first two \( \phi \)-modes with (a linear combination of) affine modes. Thus, \( \phi_{r_1}^{(m_1)} \cdots \phi_{r_\ell}^{(m_\ell)} | \psi_\lambda \rangle \) is an affine descendant of \( \phi_{r_3}^{(m_3)} \cdots \phi_{r_\ell}^{(m_\ell)} | \psi_\lambda \rangle \). Inductively, it follows that states with \( \ell > 1 \) are affine descendants of \( | \psi_\lambda \rangle \) or \( | \psi_{k-\lambda} \rangle \), according as to whether \( \ell \) is even or odd (respectively). Any such descendants which are also affine highest weight states are singular, hence the proposition is proved.

Let \( \mathcal{M}_{\lambda}^{(k)} \) denote the \( \mathcal{A}_k \)-Verma module of highest weight \( \lambda \), and let \( \hat{\mathcal{M}}_{\lambda}^{(k)} \) denote the corresponding \( \hat{\mathfrak{sl}}(2)_k \)-Verma module. Then, Proposition 5.2 implies that the inclusion of \( \mathfrak{u}(\hat{\mathfrak{sl}}(2)_k) \) into \( \mathcal{A}_k \) induces a surjection of the form

\[
\hat{\mathcal{M}}_{\lambda}^{(k)} \oplus \hat{\mathcal{M}}_{\lambda - \lambda}^{(k)} \longrightarrow \mathcal{M}_{\lambda}^{(k)}.
\]

Furthermore, our simultaneous normalisation of all zero-grade states (in particular of the affine highest weight states) implies that this surjection is an isometry. It follows that the singular vectors of the affine modules (affine singular vectors for short) must therefore be mapped to \( \mathcal{A}_k \)-singular vectors, and all \( \mathcal{A}_k \)-singular vectors arise in this way.

We can now investigate the \( \mathcal{A}_k \)-singular vectors by determining the kernel of our surjection (5.3). What we will find is that this kernel coincides with the set of affine singular vectors. In other words, each affine singular vector is mapped to zero in the \( \mathcal{A}_k \)-Verma module, so the \( \mathcal{A}_k \)-Verma module is actually irreducible, and decomposes as the direct sum of two irreducible affine modules (this is the content of Corollary 5.4). Before demonstrating this result, we verify it in the following section within the context of the two simplest models, \( k = 1 \) and 2.

5.2 Some Examples. The easiest case to analyse is of course \( k = 1 \). The operator product expansions defining the extended algebra are as follows:

\[
\phi^{(0)}(z) \phi^{(0)}(w) = E(w) (z-w)^{1/2} + \frac{1}{2} \partial E(w) (z-w)^{3/2} + \ldots
\]
\[
\phi^{(0)}(z) \phi^{(1)}(w) = \frac{1}{(z-w)^{1/2}} + \frac{1}{2} H(w) (z-w)^{1/2} + \left[ \frac{1}{2} T(w) + \frac{1}{4} \partial H(w) \right] (z-w)^{3/2} + \ldots
\]
\[
\phi^{(1)}(z) \phi^{(1)}(w) = F(w) (z-w)^{1/2} + \frac{1}{2} \partial F(w) (z-w)^{3/2} + \ldots
\]

The \( \gamma = 2 \) generalised commutation relation is therefore

\[
\sum_{\ell=0}^{\infty} \left( \ell + \frac{1}{2} \right) \left[ \phi_{r_\ell}^{(m)} \phi_{s_\ell}^{(n)} + (-1)^{m+n-\ell} \phi_{s_{-3/2-\ell}}^{(n)} \phi_{r_{3/2+\ell}}^{(m)} \right] = \delta_{r+s}^{(m,n)}, \tag{5.5}
\]
where \( J^{(m,n)} \) stands for \( E, \frac{1}{4} (n-m) H, \) or \( F, \) according as whether \( m+n \) is 0, 1, or 2, respectively (note also that \( S_{m,n} = \text{id} \) for all \( m \) and \( n \)).

The singular vectors of the affine modules are generated by \( F_0 |0\rangle, F_0 |\phi^{(1)}\rangle, E_{-1} |\phi^{(0)}\rangle, \) and \( E_{-1}^2 |0\rangle. \) But, if we take \( m = n = 1 \) and \( s = 3/4, \) we find that

\[
F_0 |0\rangle = \sum_{\ell = 0}^{\infty} \left( \frac{\ell + \frac{1}{2}}{\ell} \right) \left[ \phi^{(1)}_{-3/4 - \ell} \phi^{(1)}_{3/4 + \ell} + \phi^{(1)}_{-3/4 - \ell} \phi^{(1)}_{3/4 + \ell} \right] |0\rangle = 0.
\]

(5.6)
as \( \phi^{(1)}_r \) annihilates the vacuum for all \( r > \frac{1}{4}. \) Similarly, we find that \( F_0 |\phi^{(1)}\rangle \) vanishes when we take \( m = n = 1 \) and \( s = 3/4, \) because \( \phi^{(1)}_r \) annihilates \( |\phi^{(1)}\rangle \) when \( r > \theta^{(1,1)} - \frac{1}{4} = \frac{3}{4} \) (Section 3.1). Putting \( m = n = 0 \) and \( s = \frac{1}{4}, \) we learn that \( E_{-1} |\phi^{(0)}\rangle \) also vanishes identically (we use \( \theta^{(0,0)} = \frac{1}{2} \)), so we are left with \( E_{-1}^2 |0\rangle. \) The demonstration of vanishing is less immediate in this case, and may be discerned by noting that

\[
E_{-1}^2 |0\rangle \equiv E_{-1} \phi^{(0)}_{-3/4} \phi^{(0)}_{1/4} |0\rangle = -\phi^{(0)}_{-3/4} E_{-1} |\phi^{(0)}\rangle = 0,
\]

(5.7)
since we have already established that \( E_{-1} |\phi^{(0)}\rangle \) vanishes.

When \( k = 2, \) we have three affine modules, hence six primitive singular vectors to consider. The \( \gamma = 1 \) generalised commutation relation was given in Equation (4.3), and \( \gamma = 2 \) gives

\[
\sum_{\ell = 0}^{\infty} \left[ \phi^{(m)}_{-\ell} \phi^{(n)}_{\ell} - (-1)^{m+n} \phi^{(n)}_{\ell} \phi^{(m)}_{-\ell} \right] = S_{m,n} J^{(m,n)}_{r+s},
\]

(5.8)
where \( J^{(m,n)} \) now stands for \( E, \frac{1}{4} (n-m) H, \) or \( F, \) according as whether \( m+n \) is 1, 2, or 3, respectively (and vanishes if \( m+n \) is 0 or 4).

As with the \( k = 1 \) case, the singular vectors \( F_0 |0\rangle, F_0 |\psi_1^{(1)}\rangle, \) and \( F_0 |\phi^{(2)}\rangle \) can be easily checked to vanish identically when the \( \gamma = 2 \) generalised commutation relation is applied with \( n = 2 \) and \( s = \frac{1}{2}, 0, \) or \( \frac{1}{2}, \) respectively. Similarly, \( E_{-1} |\phi^{(0)}\rangle \) vanishes identically upon taking \( s = \frac{1}{2} \) and \( n = 0. \) This then gives

\[
E_{-1}^3 |0\rangle = \sqrt{2} E_{-1}^2 \phi^{(1)}_{-1/2} \phi^{(0)} = 2 E_{-1} \phi^{(0)}_{-3/2} |\phi^{(0)}\rangle = 0,
\]

(5.9)
where we anticommute the \( E_{-1} \) to the right, where they annihilate \( |\phi^{(0)}\rangle. \)

Verifying the vanishing of the last singular vector requires a little more delicacy. One straightforward demonstration is as follows:

\[
E_{-1}^2 |\psi_1^{(0)}\rangle = \frac{1}{\sqrt{2}} E_{-1} \phi^{(0)} \phi^{(0)}_{-1/2} |\psi_1^{(0)}\rangle = \frac{-1}{\sqrt{2}} \phi^{(0)}_{-1} E_{-1} |\psi_1^{(0)}\rangle = \frac{-1}{2} \phi^{(0)}_{-1} \phi^{(0)}_{-1} |\psi_1^{(0)}\rangle
\]

\[
= \frac{-1}{4} \phi^{(0)}_{-1} S_{1,1} |\psi_1^{(0)}\rangle = \frac{-1}{2} \phi^{(0)}_{-1} \phi^{(0)}_{-1} |\psi_1^{(0)}\rangle = 0.
\]

(5.10)
A more elegant demonstration involves using the \( \gamma = 3 \) generalised commutation relation,

\[
\sum_{\ell = 0}^{\infty} (\ell + 1) \left[ \phi^{(0)}_{-\ell} \phi^{(0)}_{\ell} + \phi^{(0)}_{-\ell} \phi^{(0)}_{\ell + 1} \right] = S_{0,0} \sum_{\ell \in \mathbb{Z}} : E_r E_{r+s-\ell} :,
\]

(5.11)
and noting that $\sum_{t} : E_{t} E_{-t} : |\psi\rangle = E_{-1}^{2} |\psi\rangle$ when $|\psi\rangle$ is an affine highest weight state:

$$E_{-1}^{2} |\psi_{1}^{(0)}\rangle = F_{-1}^{(0)} \phi_{-1}^{(0)} |\psi_{1}^{(0)}\rangle = 0.$$  (5.12)

This belies the fact that the vanishing may be demonstrated using generalised commutation relations with $\gamma < 3$. Nevertheless, it does suggest a strategy by which this vanishing may be demonstrated for general $k$.

5.3. Vanishing in General. Remarkably, it is possible to demonstrate explicitly that all affine singular vectors vanish identically when the algebra is extended, hence that these extended algebras define faithful (or free-field-like) representations of the SU(2) Wess-Zumino-Witten models. This may sound surprising, but recall from Section 2.2 that we have used the structure of the $\sum$ and noting that $\SU$ define faithful (or free-field-like) representations of the

**Theorem 5.3.** The affine singular vectors generated by $F_{0}^{\lambda+1} |\psi_{\lambda}\rangle$ and $E_{-1}^{k-\lambda+1} |\psi_{\lambda}\rangle$, for $\lambda = 0, \ldots, k$, span the kernels of the surjections of Equation (5.3).

**Proof.** It is enough to show that the primitive singular vectors vanish in the corresponding $\mathfrak{g}_{k}$-modules. We consider then $F_{0}^{\lambda+1} |\psi_{\lambda}\rangle$. As in the proof of Proposition 3.1, we note that

$$\sum_{t_{1}, \ldots, t_{j} \in \mathbb{Z}} : F_{t_{1}} \cdots F_{t_{j}} : |\psi\rangle = F_{0}^{j} |\psi\rangle$$  (5.13)

when $|\psi\rangle$ is a highest weight state, and that this is just (a multiple of) the right-hand-side of the generalised commutation relation with $\gamma = j + 1, m + n = j + k$ and $r + s = 0$, applied to $|\psi\rangle$.

We therefore take $\gamma = \lambda + 2, m + n = k + \lambda + 1$, and choose $-r = s = \lambda/2 - k/4 + 1$. This gives

$$F_{0}^{\lambda+1} |\psi_{\lambda}\rangle = \sum_{t=0}^{\infty} \left( \ell - k/2 + \lambda + 1 \right) \left[ \phi_{k/4-\lambda/2-1-\ell}^{(m)} + \phi_{k/4-\lambda/2+1-\ell}^{(n)} \right] |\psi_{\lambda}\rangle = 0,$$  (5.14)

because $\theta_{\lambda}^{(m,0)} \leq \lambda/2$ for all $m$. This proves that this singular vector vanishes in all cases when $m$ and $n$ can be chosen to sum to $k + \lambda + 1$. This covers all cases except $\lambda = k$, for which we offer the simple argument that

$$F_{0}^{k+1} |\phi\rangle = F_{0}^{k+1} \phi_{-k/4}^{(0)} |0\rangle = 0,$$  (5.15)
as $F_0$ has already been shown to annihilate $|0\rangle$, so anticommuting the $F_0$ to the right eventually gives something proportional to $F_0\psi_{-k/4}^{(k)}|0\rangle$, which obviously vanishes upon one further anticommutation.

The demonstration for $E_{-1}^{k-\lambda+1}\psi_\lambda$ is similar if more intricate. The fact that $|\psi_\lambda\rangle$ is an affine highest weight state again leads to
\[
E_{-1}^{k-\lambda+1}|\psi_\lambda\rangle = \sum_{t_1,\ldots,t_{k-\lambda+1}\in\mathbb{Z}} :E_{t_1} \cdots E_{t_{k-\lambda+1}}:|\psi_\lambda\rangle, \tag{5.16}
\]
which is (a multiple of) the right-hand-side of the generalised commutation relation with $\gamma = k - \lambda + 2$ and $m + n = \lambda - 1$, applied to $|\psi_\lambda\rangle$. The conformal dimension determines $r + s$ to be $-k + \lambda - 1$.

When $\lambda$ is odd, we choose $s = 1/2 - k/4$, so the modes acting immediately on $|\psi_\lambda\rangle$ are $\phi_{1/2-k/4+\ell}^{(n)}$ and $\phi_{1/2-k/4+\ell}^{(m)}$. Since $m + n = \lambda - 1$, we have $\theta_\lambda^{(m,0)} = m - \lambda/2$ and $\theta_\lambda^{(n,0)} = n - \lambda/2$, hence these modes will annihilate $|\psi_\lambda\rangle$ if $m$ and $n$ are both less than $(\lambda + 1)/2$. We therefore choose $m = n = (\lambda - 1)/2$, demonstrating that this singular vector vanishes identically. When $\lambda$ is even, we cannot choose $s = 1/2 - k/4$ due to the monodromy charge of $|\psi_\lambda\rangle$. Instead, we take $s = -k/4$, so the modes acting on $|\psi_\lambda\rangle$ are $\phi_{-k/4+\ell}^{(n)}$ and $\phi_{-k/4+\ell}^{(m)}$. Complete annihilation will then occur if $n < \lambda/2$ and $m < \lambda/2 + 1$. Taking $m = \lambda/2$ and $n = \lambda/2 - 1$ then proves that the singular vector also vanishes identically in this case.

Finally, we again note that $m + n = \lambda - 1$ cannot be satisfied when $\lambda = 0$, but we can quickly verify that
\[
E_{-1}^{k+1}|0\rangle \equiv S_{k-1,0}^{-1}E_{-1}^k\phi_{k/4-1}^{(k-1)}(0) = S_{k-1,0}^{-1}E_{-1}^k\phi_{k/4-1}^{(k-1)}(\phi) = 0, \tag{5.17}
\]
by anticommuting the $E_{-1}$ to the right where they annihilate $|\phi\rangle$.

**Corollary 5.4.** The $\mathfrak{A}_k$-Verma module is irreducible, and is isomorphic to the direct sum of two affine irreducible highest weight modules (irreducible modules are denoted by $\mathcal{L}$):
\[
\widehat{\mathcal{L}}_{\lambda}^{(k)}(\lambda) \oplus \widehat{\mathcal{L}}_{-\lambda}^{(k)}(-\lambda) \cong \mathcal{M}_{\lambda}^{(k)} = \mathcal{L}_{\lambda}^{(k)}. \tag{5.18}
\]

### 5.4. **Consequences when $k = 2$ or $4$.**
To complete our study of singular vectors, let us consider what the vanishing of the singular vectors implies for the examples studied in Section 4. In Section 4.1, we showed that $\mathfrak{A}_2$ was isomorphic to the tensor product of three copies of the extended algebra, $\mathfrak{A}$, of the Ising model (that is, three free fermions $\chi^+, \chi^0$ and $\chi^-$). The $\mathfrak{A}_2$-vacuum thereby decomposed into the tensor product of three fermionic vacuum states, and the $\mathfrak{A}_2$-highest weight state $|\psi_1\rangle$ was identified with the product of three copies of the fermionic highest weight state of conformal dimension $1/10$. The vanishing of the singular vectors, both in the $\mathfrak{A}_2$-vacuum module and the fermionic vacuum modules, then leads to the conclusion that we have an isomorphism of
modules (graded by conformal dimension only):

\[
\hat{L}_0^{(2)} \oplus \hat{L}_2^{(2)} \cong \mathcal{L}_0^{(2)} \cong \mathcal{L}_0 \otimes \mathcal{L}_0 \otimes \mathcal{L}_0,
\]

where \(\mathcal{L}_h\) denotes the fermionic module whose highest weight state has conformal dimension \(h\).

We shall explicitly confirm this fact in Section 6.2, by showing that the character of the \(\mathfrak{A}_2\)-vacuum module \(\mathcal{L}_0^{(2)}\) is the cube of the character of the fermionic vacuum module \(\mathcal{L}_0\).

Na"ively, we might suppose that the character of \(\mathcal{L}_1^{(2)}\) is also the perfect cube of the character of \(\mathcal{L}_1^{(2)}\). However, this is not correct (see Section 6.2), though it is nearly so. The obstruction is subtle: The chiral algebras are *-isomorphic and there are no singular vectors to consider, in \(\mathcal{L}_1^{(2)}\) by Theorem 5.3 and in \(\mathcal{L}_1^{(2)}\) as is well-known. But, the natural definition of a highest weight module is slightly different for the two algebras, and it is this difference which is not preserved by our isomorphism. Explicitly, \(\langle \psi_1 \rangle\) is an affine highest weight state, so it is annihilated by \(E_0\), whereas the fermionic highest weight state \(\langle \tilde{\psi}_{16} \rangle\) is only a Virasoro highest weight state (by definition), hence it is not annihilated by any mode of zero-grade. In other words, this slight incompatibility in the respective definitions leads to

\[
0 = E_0\psi_1 = \frac{2}{i\sqrt{2}} \left[ \chi_0 |\tilde{\psi}_{16}\rangle \otimes \chi_0 |\tilde{\psi}_{16}\rangle \otimes |\tilde{\psi}_{16}\rangle + i |\tilde{\psi}_{16}\rangle \otimes \chi_0 |\tilde{\psi}_{16}\rangle \otimes \chi_0 |\tilde{\psi}_{16}\rangle \right] \neq 0,
\]

using the explicit form of the isomorphism given in Section 4.1.

It should be clear that this difference is only relevant for zero-grade modes, and that it was not relevant in our consideration of the vacuum module. Explicitly, we have 8 independent states at zero-grade in \(\mathcal{L}_1^{(2)}\) (each \(|\tilde{\psi}_{16}\rangle\) may have a \(\chi_0\) acting on it or not), but only 4 such states in \(\mathcal{L}_1^{(2)}\):

\[
\psi_1 = \psi_1^{(0)} , \quad \psi_1^{(0)} = \phi_0^{(1)} \psi_1^{(0)} , \quad \psi_1^{(1)} = \psi_1^{(0)} \quad \text{and} \quad \tilde{\psi}_1^{(1)} = \frac{1}{\sqrt{2}} F_0 |\psi_1^{(0)}\rangle.
\]

The isomorphism between the chiral algebras and the absence of singular vectors now allow us to conclude that \(\mathcal{L}_1^{(2)}\) has exactly twice as many independent states at each conformal grade as \(\mathcal{L}_1^{(2)}\). In other words, the character of \(\mathcal{L}_1^{(2)}\) is precisely \(\text{half}\) the cube of the character of \(\mathcal{L}_1^{(2)}\). We will use this fact in Section 6.2.

The isomorphism \(\mathfrak{A}_4 \cong U(\mathfrak{sl}(3)_1)\) constructed in Section 4.2 also extends to isomorphisms between modules. Because this is a *-isomorphism, norms are preserved, hence Theorem 5.3 implies that any singular vectors in the \(\mathfrak{sl}(3)_1\)-modules correspond to 0 (this can of course be checked explicitly). The definitions of highest weight state are consistent in this case (we did after all model the \(\mathfrak{A}_4\)-definition on the affine one). This is obvious for positively-graded modes, and for the zero-grade modes we note that

\[
E_0\psi = \phi_0^{(1)} \psi = \phi_0^{(0)} \psi = 0 \iff (e_1)_0 \psi = (e_2)_0 \psi = (e_\theta)_0 \psi = 0,
\]

using the explicit correspondence (4.29) (and similarly for \(H_0\), \(\phi_0^{(2)}\), \((h_1)_0\) and \((h_2)_0\).
Denoting the irreducible \( \widehat{\mathfrak{sl}}(3)_1 \)-module whose \( \mathfrak{sl}(3) \)-highest weight is \((a,b)\) by \( \widehat{V}^{(1)}_{(a,b)} \), we have therefore proved the following module isomorphisms:

\[
\hat{L}^{(4)}_0 \oplus \hat{L}^{(4)}_4 \cong L^{(4)}_0 \cong \widehat{V}^{(1)}_{(0,0)} \quad \text{and} \quad \left( \hat{L}^{(4)}_2 \right)^{\oplus 2} \cong L^{(4)}_2 \cong \widehat{V}^{(1)}_{(1,0)} \oplus \widehat{V}^{(1)}_{(0,1)},
\]

and thus the corresponding character identities. As noted in Section 4.2, monodromy charge considerations prevent us from constructing a similar isomorphism for \( L^{(4)}_1 \).

We remark that these are isomorphisms of \( L_0 \)-graded modules, or more precisely, of \( H_0 \)-graded modules where the \( H_0 \)-grading on the \( \widehat{\mathfrak{sl}}(3)_1 \)-modules is determined by \((4.29)\). This grading on the \( \widehat{\mathfrak{sl}}(3)_1 \)-modules is strictly coarser than the usual one by \( \mathfrak{sl}(3) \)-weight, but the usual grading may be recovered by keeping track of the \( \phi_0^{(2)} \)-eigenvalues on the \( \mathfrak{A}_4 \)-modules. The isomorphisms \((5.23)\) of \( L_0 \)-graded modules thus imply identities of the specialised characters (trq\^\_La) only.

To obtain an identity involving the full \( \widehat{\mathfrak{sl}}(3)_1 \)-characters (distinguishing the conjugate modules), we would have to incorporate the \( \phi_0^{(2)} \)-eigenvalues in the \( \mathfrak{A}_4 \)-grading. We will not pursue this subtlety here.

### 6. Module Bases and Characters

#### 6.1. The \( \mathfrak{A}_1 \) Character

When \( k = 1 \), we saw in Section 5.2 that the generalised commutation relation with \( \gamma = 2 \) was sufficient to demonstrate that the singular vectors vanish. We claim that to determine the character of the (single) irreducible \( \mathfrak{A}_1 \)-module, we only need to consider the \( \gamma = 1 \) identity:

\[
\sum_{\ell=0}^{\infty} \binom{\ell - \frac{1}{2}}{\ell} \left[ \phi_{r-\ell}^{(m)} \phi_{s+\ell}^{(n)} - (-1)^{m+n} \phi_{s-1/2-\ell}^{(n)} \phi_{r+1/2+\ell}^{(m)} \right] \equiv \delta_{m+n, 1} \delta_{r+s, 0} \tag{6.1}
\]

(note \( S_{m,n} = \text{id} \) for all \( m,n \)).

Consider then a given quadratic term \( \phi_{r}^{(m)} \phi_{s}^{(n)} \), for which we define the distance-1 difference to be \( r-s \). Equation \((6.1)\) then allows us to replace this quadratic term, whenever it appears, by a linear combination of terms whose distance-1 differences are \( r-s-2\ell \) (for \( \ell \geq 1 \)) and \( s-r-1-2\ell \) (for \( \ell \geq 0 \)), as well as a possible constant term. This replacement results in a strict decrease in the distance-1 difference when \( r-s > \frac{1}{2} \), hence we find that the vector space of all such quadratic terms (and constants) is spanned by those which satisfy \( r-s \leq \frac{1}{2} \) (and constants).

We can sharpen this conclusion by considering Equation \((6.1)\) at the critical difference \( r-s = \frac{1}{2} \):

\[
\sum_{\ell=0}^{\infty} \binom{\ell - \frac{1}{2}}{\ell} \left[ \phi_{s-1/2-\ell}^{(m)} \phi_{s+\ell}^{(n)} - (-1)^{m+n} \phi_{s-1/2-\ell}^{(n)} \phi_{s+\ell}^{(m)} \right] \equiv \delta_{m+n, 1} \delta_{s, 1/4}. \tag{6.2}
\]

When \( m = n \), this is vacuous (both sides vanish identically), but for \( m \neq n \), say \( m = 0 \) and \( n = 1 \), it allows us to express \( \phi_{s-1/2}^{(0)} \phi_{s}^{(1)} \) as a linear combination of \( \phi_{s-1/2}^{(1)} \phi_{s}^{(0)} \), other quadratic terms of strictly lower distance-1 difference, and a constant. Thus, our spanning set for the vector space of quadratic terms may be culled slightly by imposing the constraint that if \( r-s = \frac{1}{2} \), then we require that \( m \geq n \).
Consider now a state of the form
\[ \phi_{r_1}^{(m_1)} \cdots \phi_{r_l}^{(m_l)} |0\rangle. \] (6.3)

The monodromy charge of the vacuum is zero, so we must have \( r_\ell \in \mathbb{Z} - \frac{1}{4} \). As acting with a \( \phi \)-mode changes the monodromy charge by \( k/2 = \frac{1}{4} \), \( r_\ell \in \mathbb{Z} - \frac{1}{4} \) when \( \ell - i \) is even and \( r_\ell \in \mathbb{Z} + \frac{1}{4} \) when \( \ell - i \) is odd. Similarly, the \( u(1) \)-charge \( \theta_0^{(m,0)} \) of the vacuum also vanishes, hence \( r_\ell \leq -\frac{1}{4} \).

We have just seen that any quadratic term \( \phi_r^{(m)} \phi_s^{(n)} \) with \( r - s > -\frac{1}{2} \), or \( r - s = -\frac{1}{2} \) and \( m < n \) may be expressed via the generalised commutation relation with \( \gamma = 1 \) as a linear combination of those desired terms with \( r - s < -\frac{3}{2} \) or \( r - s = -\frac{1}{2} \) and \( m \geq n \) (and constants). We can extend this result to states of the vacuum module considered above, so that these constraints apply (simultaneously) to every pair of consecutive modes occurring therein\(^9\). We have therefore the following result.

**Proposition 6.1.** The irreducible \( \mathfrak{A}_1 \)-highest weight module \( \widehat{\mathcal{L}}_0^{(1)} \) is spanned by states of the form
\[ \phi_{r_1}^{(m_1)} \cdots \phi_{r_\ell}^{(m_\ell)} |0\rangle \quad (\ell \geq 0, m_i \in \{0, 1\}, r_{\ell-2i} \in \mathbb{Z} - \frac{1}{4}, r_{\ell-2i-1} \in \mathbb{Z} + \frac{1}{4}) \] (6.4)
where \( r_\ell \leq -\frac{1}{4}, r_i - r_{i+1} \leq -\frac{1}{2}, \) and \( r_i - r_{i+1} = -\frac{1}{2} \) implies \( m_i \geq m_{i+1} \).

We claim that the spanning set given in Proposition 6.1 is actually a basis. To prove this directly, we would have to verify that this set is linearly independent, a difficult task. However, this can be rigorously confirmed by computing the module character corresponding to the spanning set of Proposition 6.1, and comparing it to the sum of the characters of the affine modules \( \widehat{\mathcal{L}}_0^{(0)} \) and \( \widehat{\mathcal{L}}_1^{(0)} \) (as in Corollary 5.4).

To this end then, let us work out the combinatorics corresponding to this proposed basis. To each basis state \( \phi_{r_1}^{(m_1)} \cdots \phi_{r_\ell}^{(m_\ell)} |0\rangle \), we associate a partition\(^{10}\) \( \lambda \) by
\[ \lambda_i = -r_i + \frac{3}{4} - \frac{1}{2} (\ell - i). \] (6.5)
It is easy to check that \( \lambda \) is indeed a partition, and that if we “colour” its parts by the \( m_i \in \{0, 1\} \), then the only condition on the coloured partitions is that if \( \lambda_i = \lambda_{i+1} \), then \( m_i \geq m_{i+1} \). That is, if any parts of the partition coincide, those that are coloured 1 must occur to the left of those that are coloured 0.

Given such a coloured partition \( \lambda \), we can split it into two “monochromatic” subpartitions \( \lambda^0 \) and \( \lambda^1 \) (whose parts are all coloured 0 or 1 respectively). Conversely, given any two partitions, we can put the parts together to make a composite partition, reordering the component parts to satisfy the partition condition. If we colour the parts so as to distinguish from which of the original two partitions the part derived, then the only ambiguity in constructing the composite partition is in deciding the order when a part from one of the constituent partitions coincides with a part from the

\(^9\)This extension is not entirely trivial, but for brevity we will omit it. We will prove this result in much greater generality in [15], and note that the analogous result for the minimal models will also be presented in [12].

\(^{10}\)We intend to follow the standard practice [18] of denoting partitions by \( \lambda \), despite our previous usage of this symbol for weights. For the remainder of this section we shall use \( \mu \) for weights, trusting that our use of \( \lambda \) will not cause any confusion.
other. This ambiguity is resolved by requiring that when the parts coincide, the parts of one colour (call it 1) are ordered to the left of those of the other colour (0 say).

We therefore have a bijective correspondence between the coloured partitions corresponding to our proposed basis and pairs of ordinary (monochromatic) partitions. Specifically, we have proved that

\[
\begin{aligned}
\left\{ \text{coloured partitions} \right\} \quad \triangleright \quad \bigoplus_{\ell_0,\ell_1=\ell} \left\{ \text{partitions of length } \ell_0 \right\} \times \left\{ \text{partitions of length } \ell_1 \right\}.
\end{aligned}
\]  

(6.6)

As the conformal dimensions of our basis states are related to the weights \(|\lambda| = \sum \lambda_i\) of the associated partitions by

\[
h = |\lambda| + \frac{1}{4} \ell (\ell - 4),
\]  

(6.7)

and the \(\mathfrak{sl}(2)\)-weights are related to the colourings by

\[
w = \ell - 2 \sum m_i = \ell_0 - \ell_1,
\]  

(6.8)

the character of the \(\mathfrak{A}_1\)-vacuum module is

\[
\chi^{(1)}_0(q; z) = \sum_{\text{basis}} q^h z^w = \sum_{\ell_0,\ell_1=0}^\infty \sum' q^{|\lambda^0| + |\lambda^1| + \frac{1}{4} (\ell_0 + \ell_1)^2 - \ell_0 - \ell_1} z^{\ell_0 + \ell_1}
\]  

(6.9)

where \((q)_m = \prod_{j=1}^m (1 - q^j)\) as usual, and the primed summation indicates that the partition \(\lambda^i\) has length \(\ell_i\). Here, we have used the well known partition identity [18, Eq. 2.2.5]

\[
\sum_{\ell=0}^\infty \sum' q^{\lambda} z^\ell = \prod_{j=1}^\infty \frac{1}{1 - zq^j} = \sum_{\ell=0}^\infty \frac{q^\ell}{(q)_\ell} z^\ell.
\]  

(6.10)

The affine characters are obtained by restricting \(\ell\) to be even or odd, by Lemma 5.1. They then take the form

\[
\hat{\chi}^{(1)}_0(q; z) = \sum_{n=0}^\infty \sum_{m=0}^{2n} \frac{q^{n^2}}{(q)_n (q)_{2n-m}} z^{2(n-m)}
\]  

and

\[
\hat{\chi}^{(1)}_1(q; z) = z q^{1/4} \sum_{n=0}^\infty \sum_{m=0}^{2n+1} \frac{q^{n^2+n}}{(q)_m (q)_{2n+1-m}} z^{2(n-m)},
\]  

(6.11)

where the subscript denotes the highest weight.

It is shown in [19] that these formulae (ignoring the \(z\)-dependence), agree with the usual bosonic character formulae, completing our proof that the spanning set given in Proposition 6.1 is indeed a basis as claimed.
Theorem 6.2. A basis for the (irreducible) \( \mathfrak{A}_1 \)-vacuum module \( L^{(1)}_0 \) is given by the states:

\[
\phi_{r_1}^{(m_1)} \cdots \phi_{r_i}^{(m_i)} |0\rangle \quad (\ell \geq 0, m_i \in \{0, 1\}, r_{\ell-2i} \in \mathbb{Z} - \frac{1}{4}, r_{\ell-2i-1} \in \mathbb{Z} + \frac{1}{4}),
\]

(6.12)

where \( r_i \leq \frac{1}{2}, r_i - r_{i+1} \leq -\frac{1}{2}, \) and \( r_i - r_{i+1} = \frac{1}{2} \) implies \( m_i \geq m_{i+1} \). The character of this module is

\[
\chi^{(1)}_0(q; z) = \sum_{\ell_0, \ell_1=0}^\infty \frac{q^{(\ell_0+\ell_1)^2/4}}{(q)_{\ell_0} (q)_{\ell_1}} z^{\ell_0-\ell_1}.
\]

(6.13)

We mention that the character formula we have derived agrees with that obtained in [7] from a proposed “spinon basis”, even though our basis is quite different. Our Theorem 6.2 may therefore be viewed as an elementary proof of their results (for \( k = 1 \)).

6.2. The \( \mathfrak{A}_2 \) Characters. The defining operator product expansions when \( k = 2 \) have already been given in Section 4.1, where it was noted (Equation (4.3)) that the generalised commutation relations with \( \gamma = 1 \) are supercommutation relations. We claim that considering these supercommutation relations is sufficient for computing the characters of the \( \mathfrak{A}_2 \)-modules. We present a proof of this claim below which is entirely analogous to that given for \( k = 1 \).

As in Section 6.1, the distance-1 difference \( r - s \) of a quadratic term \( \phi_r^{(m)} \phi_s^{(n)} \) may be strictly reduced by using the supercommutation relation if \( r > s \) (we swap the modes). The vector space of quadratic terms is thus spanned by those with distance-1 difference at most 0. When \( r = s \), we may swap a quadratic term with \( m < n \) for one with \( m > n \), and those with \( m = n \) are seen to be equivalent to constants. The analogue of Proposition 6.1 is therefore:

Proposition 6.3. The irreducible \( \mathfrak{A}_2 \)-highest weight module \( L^{(2)}_{\mu} (\mu \in \{0, 1\}) \) is spanned by states of the form

\[
\phi_{r_1}^{(m_1)} \cdots \phi_{r_i}^{(m_i)} |\psi_\mu\rangle \quad (\ell \geq 0, m_i \in \{0, 1, 2\}, r_i \in \mathbb{Z} + (\mu - 1)/2),
\]

(6.14)

where \( r_i \leq \theta_{\mu/2}^{(m_i,0)} - \frac{1}{2}, r_i \leq r_{i+1}, \) and \( r_i = r_{i+1} \) implies \( m_i > m_{i+1} \).

Let us therefore associate a partition \( \lambda \) to each basis state \( \phi_{r_1}^{(m_1)} \cdots \phi_{r_i}^{(m_i)} |\psi_\mu\rangle \) by

\[
\lambda_i = -r_i + (\mu + 1)/2.
\]

(6.15)

Since \( \theta_{\mu/2}^{(m_i,0)} \leq \mu/2 \), it is easy to check that \( \lambda \) is a genuine partition which, when coloured by the \( m_i \), satisfies the ordering condition that if \( \lambda_i = \lambda_{i+1} \), then \( m_i > m_{i+1} \).

We therefore decompose such a partition \( \lambda \) into its three monochromatic subpartitions \( \lambda^0, \lambda^1 \) and \( \lambda^2 \), noting that the ordering condition implies that each \( \lambda^m \) is a partition into distinct parts. Conversely, given three partitions into distinct parts, we can uniquely merge them into a coloured partition satisfying our ordering condition. This bijection of partitions leads to an expression for the character of the vacuum module (\( \mu = 0 \)):

\[
\chi^{(2)}_0(q; z) = \sum_{\ell_0, \ell_1, \ell_2=0}^\infty \sum' q^{b^0 + b^1 + b^2 - \frac{1}{2}(\ell_0+\ell_1+\ell_2)} z^{(\ell_0-\ell_2)}.
\]

(6.16)
The prime on the summation indicates that we are summing over partitions \( \lambda^m \) of length \( \ell_m \) into distinct parts, and we have noted that the conformal dimension of our state and its sl(2)-weight are given by

\[
h_\mu + |\lambda| - \ell(\mu + 1)/2 \quad \text{and} \quad 2\left(\ell - \sum_i m_i\right) = 2(\ell_0 - \ell_2),
\]

respectively. The generating function for partitions into distinct parts, [18, Eq. 2.2.6]

\[
\sum_{\ell=0}^{\infty} \sum_{\lambda} q^{\lambda|} z^\ell = \prod_{j=1}^{\infty} (1 + zq^j) = \sum_{\ell=0}^{\infty} \frac{q^{\ell(\ell+1)/2}}{(q)\ell} z^\ell,
\]

then gives

\[
\chi_0^{(2)}(q; z) = \sum_{\ell_0, \ell_1, \ell_2=0}^{\infty} \frac{q^{(\ell_0^2 + \ell_1^2 + \ell_2^2)/2}}{(q)\ell_0 (q)\ell_1 (q)\ell_2} z^{2(\ell_0 - \ell_2)}.
\]

Dropping the \( z \)-dependence, this is exactly the character of the fermionic vacuum module cubed, which we noted in Section 5.4 is the character of \( \mathcal{L}_0^{(2)} \). This proves that our spanning set is indeed a basis (for the vacuum module), because it gives the correct character.

To compute the other character (\( \mu = 1 \)), there is one further constraint, because \( \theta_\mu^{(m_\ell,0)} \neq \mu/2 \) in general (but equality always holds when \( \mu = 0 \)). We therefore need to impose the condition \( \lambda_\ell \geq \frac{3}{2} - \theta_\mu^{(m_\ell,0)} \). This bound is 2 or 1, according as to whether \( m_\ell \) is 0 or not. It follows that the monochromatic subpartition \( \lambda^0 \) must be further constrained not to have a part equal to 1. Such subpartitions are in bijective correspondence with partitions into distinct parts (subtract 1 from each part of the former), so this additional condition is easily accommodated. The final result for the character is then

\[
\chi_1^{(2)}(q; z) = zq^{3/16} \sum_{\ell_0, \ell_1, \ell_2=0}^{\infty} \frac{q^{(\ell_0^2 + \ell_1^2 + \ell_2^2)/2 + (\ell_0 - \ell_1 - \ell_2)/2}}{(q)\ell_0 (q)\ell_1 (q)\ell_2} z^{2(\ell_0 - \ell_2)}.
\]

If we substitute \( z = q^{-1} \) into Equation (6.18), we derive that

\[
\sum_{\ell=0}^{\infty} q^{\ell(\ell-1)/2} (q)\ell = \prod_{j=0}^{\infty} (1 + q^j) = 2 \prod_{j=1}^{\infty} (1 + q^j) = 2 \sum_{\ell=0}^{\infty} q^{\ell(\ell+1)/2} (q)\ell.
\]

It now follows that

\[
\chi_1^{(2)}(q; 1) = \frac{1}{2} \left[ q^{1/16} \sum_{\ell=0}^{\infty} \frac{q^{(\ell-1)/2}}{(q)\ell} \right]^3,
\]

that is, half the cube of the fermionic module whose highest weight state has conformal dimension 1/16. As this is indeed the correct character of \( \mathcal{L}_1^{(2)} \) (Section 5.4), we may again conclude that our spanning set is in fact a basis for this module. We have therefore completed the proof of the following theorem:
Theorem 6.4. A basis for the (irreducible) $A_1$-vacuum module $L_0^{(2)}$ is given by the states:

$$
\phi_{r_1}^{(m_1)} \cdots \phi_{r_\ell}^{(m_\ell)} |0\rangle \quad (\ell \geq 0, \ m_i \in \{0, 1, 2\}, \ r_i \in \mathbb{Z} - \frac{1}{2}),
$$

(6.23)

where $r_\ell \leq -\frac{1}{2}, \ r_i \leq r_{i+1}$, and $r_i = r_{i+1}$ implies $m_i > m_{i+1}$. The corresponding character is

$$
\chi_0^{(2)} (q; z) = \sum_{\ell_0, \ell_1, \ell_2 = 0}^{\infty} \frac{q^{(\ell_0^2 + \ell_1^2 + \ell_2^2)/2} (q)_{\ell_0} (q)_{\ell_1} (q)_{\ell_2}}{(q)_{\ell_0^2} (q)_{\ell_1^2} (q)_{\ell_2^2}} z^{2(\ell_0 - \ell_2)}. 
$$

(6.24)

A basis for the (irreducible) $A_2$-module $L_1^{(2)}$ is given by the states

$$
\phi_{r_1}^{(m_1)} \cdots \phi_{r_\ell}^{(m_\ell)} |\psi_1\rangle \quad (\ell \geq 0, \ m_i \in \{0, 1, 2\}, \ r_i \in \mathbb{Z}),
$$

(6.25)

where $r_\ell \leq 0, \ r_\ell = 0$ implies $m_\ell > 0, \ r_i \leq r_{i+1}$, and $r_i = r_{i+1}$ implies $m_i > m_{i+1}$. The corresponding character is

$$
\chi_1^{(2)} (q; z) = z q^{3/16} \sum_{\ell_0, \ell_1, \ell_2 = 0}^{\infty} \frac{q^{(\ell_0^2 + \ell_1^2 + \ell_2^2)/2 + (\ell_0 - \ell_1 - \ell_2)/2} (q)_{\ell_0} (q)_{\ell_1} (q)_{\ell_2}}{(q)_{\ell_0^2} (q)_{\ell_1^2} (q)_{\ell_2^2}} z^{2(\ell_0 - \ell_2)}. 
$$

(6.26)
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