Abstract—Most emulation-based results in networked control systems rely on a bound on the maximal allowable transmission interval (MATI) under which stability is preserved. However, having only such a MATI condition can lead to conservative results, as large values of transmission intervals may only occur sporadically, while the typical transmission interval is much smaller. In this paper, we therefore propose, in addition to the existence of a MATI, to also impose a bound on the average allowable transmission interval, expressed in terms of a reverse average dwell-time (RADT) condition on the transmission intervals. We provide joint conditions on the RADT and the MATI such that stability of the NCS can still be guaranteed, which can, in addition, lead to significant higher values of the MATI itself. The strengths of these new results are illustrated on a numerical example, showing a 48.4% improvement of the MATI, while still guaranteeing stability.

I. INTRODUCTION

Networked control systems (NCSs) are systems in which the sensors, controllers, and actuators of the plant are physically distributed and communicate via (packet-based) digital channels. This architecture is motivated by the many benefits it offers with respect to conventional (wired) control systems, including greater flexibility and low cost, see, e.g., [1]–[3]. However, inevitable network-induced imperfections such as varying transmission intervals due to, for instance, packet losses, varying delays, and communication constraints can all degrade the overall performance of the system. Moreover, as the communication network is often shared by multiple sensor, controller, and actuator nodes, there is a need for so-called scheduling protocols that govern the access of these nodes to the network.

To deal with these network-induced phenomena, a popular two-step design framework for NCSs is the so-called emulation-based method as advocated in [4] and [5] combined with Lyapunov-based analysis tools for hybrid systems, as reflected in, e.g., [6]–[16]. The idea is to first design a (robustly stabilizing) controller for the plant while ignoring the communication constraints. In the second step, conditions on the communication rate, e.g., bounds on the transmission intervals are provided to guarantee closed-loop stability and performance of the NCS. In fact, a considerable amount of research has been focusing on determining the so-called maximal allowable transmission interval (MATI) for which the closed-loop NCS with the emulated controller is still stable, see, e.g., [4]–[14]. Hence, the problem of characterizing the MATI is instrumental in the analysis of NCSs.

However, a clear limitation of an analysis based only on a MATI condition is that the situation in which the length of each transmission interval is equal to this ‘worst case’ value (being the MATI bound) is allowed to occur and, therefore, needs to be covered in the analysis. Consequently, as this ‘worst case’ scenario is typically unrealistic to occur in practice, analyses from literature often lead to conservative bounds on the MATI. Indeed, we have in general varying transmission intervals due to various network effects implying that large transmission intervals close to the MATI bound may only occur sporadically, while the typical transmission interval is much smaller. It is, for instance, more likely to expect that situations occur at which the length of some transmission intervals is significantly larger than that of most transmission intervals (perhaps to cope with packet losses), provided that these ‘longer’ transmission intervals are somehow compensated for by a number of shorter inter-transmission times to maintain stability of the NCS. Such a scenario is, for instance, motivated by task executions on general purpose multiprocessor platforms that exhibit variations in their execution times, see [17]. As this situation cannot be addressed by only using the concept of a MATI, there is a need for a greater modeling flexibility to include more specific information on the transmission intervals in the NCS model.

We therefore propose in this work an alternative condition on the transmission intervals to better capture their time-varying behavior. That is, in addition to the existence of a MATI, we also propose to impose a bound on the average allowable transmission interval, expressed in terms of a reverse average dwell-time (RADT) condition, as introduced in [18], [19] for hybrid systems, on the transmission instants. We will show that imposing such an additional RADT constraint on the transmission instants (cf. a bound on the average allowable transmission interval) leads to trade-offs between the RADT and the MATI, which will also be evident in the considered numerical example. In particular, it will follow that when we transmit faster on average (i.e., a lower value for the RADT), we can obtain significant larger values of the MATI with respect to the works of [8]–[10].

The remainder of this paper is organized as follows. After presenting the necessary preliminaries and definitions in Section II, the considered class of systems is described in Section III, including a suitable (extended) hybrid model for the NCS with the RADT constraint. In Section IV, we state our main
result by providing explicit conditions on the RADT and the MAT such that stability of the NCS is guaranteed. Finally, in Section V we illustrate our results by means of a numerical example, showing that the MAT can indeed be significantly increased when having an additional RADT constraint, and in Section VI some concluding remarks are given.

II. PRELIMINARIES

The sets of real and natural numbers are denoted by \( \mathbb{R} \) and \( \mathbb{N} \), respectively, and the sets of non-negative real numbers and integers by \( \mathbb{R}_{\geq 0} \) and \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \), respectively. For vectors \( v_1, v_2, \ldots, v_n \in \mathbb{R}^n \), we denote by \( (v_1, v_2, \ldots, v_n) \) the vector \( [v_1^T \ v_2^T \ \cdots \ v_n^T]^T \), and by \(|\cdot|\) and \(\langle \cdot, \cdot \rangle\) the Euclidean norm and the usual inner product, respectively. Moreover, we define the distance of a vector \( x \in \mathbb{R}^n \) to a closed non-empty set \( A \subset \mathbb{R}^n \) as \( \|x\|_A := \min_{y \in A} \|x-y\| \). The \( n \) by \( n \) identity and zero matrices are denoted by \( I_n \) and \( 0_{n,n} \), respectively. For a symmetric matrix \( A \in \mathbb{R}^{n \times n} \), \( \lambda_{\max}(A) \) denotes the largest eigenvalue of \( A \).

Consider the nonlinear hybrid system given by

\[
\mathcal{H} : \begin{cases} \\
\dot{\xi} = F(\xi), & \text{when } \xi \in C \\
\dot{\xi} = G(\xi), & \text{when } \xi \in D \\
\end{cases}
\]

where \( \xi \in \mathbb{X} \in \mathbb{R}^{m_\xi} \) is the state vector, \( F \) the flow map, \( G \) the jump map, \( C \subset \mathbb{X} \) the flow set, \( D \subset \mathbb{X} \) is the jump set, and the set of initial conditions is defined as \( \mathbb{X}_0 \subseteq C \cup D \subseteq \mathbb{X} \) (i.e., \( \xi(0,0) \in \mathbb{X}_0 \)). We assume that the sets \( C \) and \( D \) are closed sets and that \( F \) and \( G \) are continuous.

A solution to a hybrid system of the form (1) is defined on a hybrid time domain, which is a subset of \( \mathbb{R}_{\geq 0} \times \mathbb{N}_0 \). In particular, consider the following definitions from [20].

**Definition 1a:** A subset \( E \subset \mathbb{R}_{\geq 0} \times \mathbb{N}_0 \) is a compact hybrid time domain if \( E = \bigcup_{j=0}^{\infty} \{ (t_j, t_{j+1}) \times \langle j \rangle \} \) for some finite sequence of times \( 0 = t_0 \leq t_1 \leq t_2 \leq \ldots \leq t_j \).

**Definition 1b:** A hybrid time domain is any set \( E \subset \mathbb{R}_{\geq 0} \times \mathbb{N}_0 \) such that for all \( (T, J) \in E \), \( E \cap \{(0,T) \times \{0,1,\ldots,J\}\} \) is a compact hybrid time domain.

**Definition 1c:** A hybrid arc is a function \( \xi \) defined on its hybrid time domain \( \text{dom} \xi \) that is locally absolutely continuous in \( t \) on the interval \( \text{dom} \xi \cap (\mathbb{R}_{\geq 0} \times \{j\}) \).

**Definition 1d:** A time instant \( t \in \mathbb{R}_{\geq 0} \) is called a jump time for a hybrid arc \( \xi \) if there is a \( j \in \mathbb{N} \) such that \((t,j) \in \text{dom} \xi \) and \((t,j-1) \not\in \text{dom} \xi \).

We will often not mention \( \text{dom} \xi \) explicitly, with the understanding that each hybrid arc \( \xi \) is defined on its corresponding hybrid time domain \( \text{dom} \xi \). Moreover, observe that the sequence of times \( 0 \leq t_1 \leq t_2 \leq \ldots \) as specified in Definition 1a for the hybrid time domain in Definition 1b (with \( t_0 \) thus excluded) are jump times. Using these definitions, we say now that a hybrid arc \( \xi \in \mathbb{X} \) is a solution to (1) with initial state set \( \mathbb{X}_0 \) if \( \xi(0,0) \in \mathbb{X}_0 \) and

- for all \( j \in \mathbb{N}_0 \) and almost all \( t \) such that \((t,j) \in \text{dom} \xi \), \( \xi(t,j) \in C \) and \( \xi(t,j) = F(\xi(t,j)) \);
- for all \((t,j) \in \text{dom} \xi \) such that \((t,j+1) \in \text{dom} \xi \), \( \xi(t,j+1) \in D \) and \( \xi(t,j+1) = G(\xi(t,j)) \).

Hence, \( \xi(t,j+1) \) is denoted \( \xi^+ \) in (1) and \( \text{dom} \xi \) denotes the hybrid time domain of \( \xi \). In addition, a solution \( \xi \) is called maximal, if there does not exist another solution \( \xi \) such that \( \text{dom} \xi \subset \text{dom} \xi' \) and \( \xi(t,j) = \xi'(t,j) \) for all \((t,j) \in \text{dom} \xi \), and that a solution \( \xi \) is called \( t \)-complete if \( \sup\{ t \in \mathbb{R} | \exists j \in \mathbb{N}_0 \text{ such that } (t,j) \in \text{dom} \xi \} = \infty \). For a detailed description and interpretation of these concepts, the interested reader is referred to [20].

We are interested in the stability of the hybrid system (1).

**Definition 2:** Consider the hybrid system \( \mathcal{H} \) on \( \mathbb{X} \) given by (1) and consider a closed set \( \mathcal{E} \subseteq \mathbb{X}_0 \). Then the set \( \mathcal{E} \) is said to be uniformly globally exponentially stable (UGES) if there exist constants \( K, c > 0 \) such that for any initial condition \( \xi(0,0) \in \mathcal{E} \), all corresponding maximal solutions \( \xi \) are \( t \)-complete and satisfy for all \((t,j) \in \text{dom} \xi \)

\[
|\xi(t,j)|_{\mathcal{E}} \leq K |\xi(0,0)|_{\mathcal{E}} e^{-ct}.
\]

III. SYSTEM SETUP

In this section, we introduce the NCS setup, the RADT condition, and a hybrid model describing the overall dynamics including a new hybrid clock, which captures the RADT constraint on the transmission instants.

A. Networked Control Configuration

We consider the NCS setup as shown in Fig. 1, where the continuous-time plant \( \mathcal{P} \) communicates with the controller \( \mathcal{C} \) via the network \( \mathcal{N} \). We assume here that the controller is designed while ignoring the network, which is characteristic for the emulation-based design approach.

![Fig. 1. The NCS setup as described in [4]-[14].](image)

The plant and controller dynamics are given by

\[
\begin{align*}
\mathcal{P} : \quad \dot{x}_p &= f_p(x_p, \dot{u}) \\
y &= g_p(x_p) \\
\mathcal{C} : \quad \dot{x}_c &= f_c(x_c, \dot{y}) \\
u &= g_c(x_c),
\end{align*}
\]

where \( x_p \in \mathbb{R}^{m_p} \) and \( x_c \in \mathbb{R}^{m_c} \) denote the plant and controller state, respectively, \( u \in \mathbb{R}^{m_u} \) the control input, \( \hat{u} \in \mathbb{R}^{m_u} \) the most recently received control input by the plant, \( y \in \mathbb{R}^{m_y} \) the output, and \( \hat{y} \in \mathbb{R}^{m_y} \) the most recently received output of the plant. We assume that \( f_p \) and \( f_c \) are continuous, and \( g_p \) and \( g_c \) continuously differentiable.

To complete the NCS setup, we also need to describe the network \( \mathcal{N} \) in more detail. As such, we assume that it has a collection of sampling/transmission times \( t_j, j \in \mathbb{N} \), which satisfy \( 0 \leq t_1 < t_2 < \ldots \). At such a time \( t_j \), (parts of) the output \( y \) and the input \( u \) are sampled and transmitted to the controller \( \mathcal{C} \) and the plant \( \mathcal{P} \), respectively, which results in an update of (a part of) the networked values according to

\[
\begin{align*}
\hat{y}(t_j^+) &= y(t_j) + h_y(j, e(t_j)) \\
\hat{u}(t_j^+) &= u(t_j) + h_u(j, e(t_j)),
\end{align*}
\]
where the function \( h := (h_y, h_u) \) with \( h : \mathbb{N}_0 \times \mathbb{R}^{m_e} \rightarrow \mathbb{R}^{m_u} \) models the scheduling protocol that determines which (sensor and/or actuator) node is granted access to the network at time \( t_j \), see, e.g., [6]–[8], and where \( e \) denotes the network-induced error defined by \( e := (e_y, e_u) = (\dot{y} - y, \dot{u} - u) \). We also assume that \( \dot{y} \) and \( \dot{u} \) are constant in between two successive transmissions (i.e., the network nodes operate in a similar manner to a zero-order-hold (ZOH)). However, this can easily be modified, if desired, see [6].

Finally, as shown by the works of, e.g., [4]–[14], it is common to assume that (all of) the transmission intervals are bounded by

\[
\tau_{\text{miati}} \leq t_{j+1} - t_j \leq \tau_{\text{mati}}, \quad j \in \mathbb{N},
\]

where \( \tau_{\text{mati}} \) denotes the maximal allowable transmission interval (MATI) and \( \tau_{\text{miati}} \) the minimal allowable transmission interval (MIATI), such that \( 0 < \tau_{\text{miati}} \leq \tau_{\text{mati}} \). The upper bound \( \tau_{\text{mati}} \) is used in many papers to guarantee stability properties of the NCS designed using the emulation-based approach, see, e.g., [7]–[14], while the lower bound on the transmission intervals \( \tau_{\text{miati}} > 0 \) is often taken arbitrarily small, see, e.g., [4]–[8], [11]–[14], since it is only imposed to prevent Zeno behavior. However, note that in practice this lower bound always exists due to limitations in digital communication hardware in terms of a smallest achievable transmission period. In fact, knowledge of the MIATI (instead of assuming it to be arbitrarily small) can be even exploited to improve the MATI as was recently shown in [9] and [10] and as will also follow from our analysis (see Remark 4).

Combining the continuous-time behavior of the physical system (2) and the discrete-event behavior of the network (3), the NCS setup described by (2)-(4) can be written in a hybrid system formalism as advocated in [6] and described in [8], which is of the form of (1) where each ‘jump’ of the hybrid system corresponds to an update of the networked values, i.e., the sequence of transmission times of the NCS is equal to the sequence of jump times of the hybrid model. Using this hybrid modeling framework, stability and performance of the NCS were analyzed in [7]–[14] using Lyapunov-based techniques for hybrid systems, resulting in bounds on the MATI such that, for instance, UGES for the NCS is guaranteed.

Condition (4), however, allows for all of the transmission intervals to have a length equal to the MATI (‘worst case’), which, as mentioned in the introduction, is often unrealistic in practice and conservative in the analysis. As such, our objective in this work is to include more specific information concerning the transmission intervals in the NCS model in terms of an average allowable transmission interval (‘average case’). In particular, we propose an extended hybrid model for the NCS that captures a RADT condition on the jump times of the hybrid system (cf. transmission instants), in addition to the MIATI and MATI constraints as in (4). It will follow that incorporating information on the average transmission interval (through a RADT condition) results in significantly larger values for the MATI compared to [8], [9] or [10].

B. A RADT Augmented Hybrid Model for the NCS

As introduced in [18], [19] for hybrid systems, a RADT condition on the transmission instants for NCSs translates to requiring that, on average, at least one transmission on the networked values occurs in an interval of length \( \tau_{r,dt} \) called the reverse average dwell-time (RADT). To describe a NCS setup with RADT condition next to the MIATI and MATI constraints as in (4), we propose in this work, based on [6] and [8], an extended hybrid system \( \mathcal{H}_{\text{necs}} \), which requires the introduction of a new ‘clock’ variable as the existing hybrid clocks from literature, see [6], [8], [22]–[24], do not incorporate the MIATI, the MATI and the RADT constraint simultaneously. In particular, we consider the hybrid system as given by

\[
\mathcal{H}_{\text{necs}} : \begin{align*}
\dot{\xi} &= F(\xi, t) \quad \text{when} \quad \tau \in [0, \tau_{\text{mati}}], \\
\dot{\xi} &= G(\xi) \quad \text{when} \quad \tau \in [s + \tau_{\text{miati}}, \tau_{\text{mati}}]
\end{align*}
\]

with its full state \( \xi := ((x_p, x_e), e, (\tau, s), \kappa) \in \mathbb{X} := \mathbb{R}^{m_x} \times \mathbb{R}^{m_e} \times [0, \tau_{\text{mati}}] \times \mathbb{R} \times \mathbb{N}_0 \) and the set of initial conditions

\[
\mathbb{X}_0 := \mathbb{R}^{m_x} \times \mathbb{R}^{m_e} \times [0, \tau_{\text{mati}}] \times (-\infty, \tau_{\text{mati}} - \tau_{\text{miati}}] \times \mathbb{N}_0,
\]

and where, for the appropriately chosen RADT \( \tau_{r,dt} > 0 \) such that \( 0 < \tau_{\text{miati}} \leq \tau_{r,dt} \leq \tau_{\text{mati}}, \) \( F(\xi) := (f(x,e), g(x,e), 1, 0, 0) \) and \( G(\xi) := (x, h(\kappa, e), \max(0, \tau - \tau_{r,dt}), \max(0, \tau - \tau_{r,dt}), \kappa + 1) \) with \( x := (x_p, x_e) \in \mathbb{R}^{m_x}, m_x = m_{x_p} + m_{x_e}, \)

\[
f(x,e) := \begin{pmatrix} f_p(x_p, g_c(x_e) + e_u) \\ f_e(x_e, g_p(x_p) + e_y) \end{pmatrix},
\]

and \( g(x,e) := \begin{pmatrix} -\frac{\partial g_c}{\partial x_p} f_p(x_p, g_c(x_e) + e_u) \\ -\frac{\partial g_p}{\partial x_e} f_e(x_e, g_p(x_p) + e_y) \end{pmatrix} \).

Here, \( \kappa \in \mathbb{N}_0 \) is, similar to [6], [8], a counter variable (which keeps track of the amount of transmissions) and \( \tau \in \mathbb{R}_{\geq 0} \) a timer variable, while \( s \in \mathbb{R} \) is a newly introduced memory variable initialized at a value \( s(0,0) \leq \tau_{\text{mati}} - \tau_{\text{miati}} \) and used to ‘remember’ to which value \( \tau \) was reset after a jump of the hybrid system \( \mathcal{H}_{\text{necs}} \) has occurred. As such, the pair of variables \( (\tau, s) \) comprises now a novel ‘hybrid clock’ that captures the MIATI, MATI, and RADT constraints on the jump times/transmission instants in a hybrid model. For more details concerning the hybrid model (5) we refer to [21]. However, it is important to observe that for the hybrid system \( \mathcal{H}_{\text{necs}} \) we have the following result.

**Proposition 1:** Let \( 0 < \tau_{\text{miati}} \leq \tau_{r,dt} \leq \tau_{\text{mati}} \) be given. A hybrid time domain \( \mathcal{E} \) with its sequence of jump times \( \{t_j\}_{j \in \mathbb{N}} \) satisfies

\[
t_{j+1} - t_j \geq \tau_{\text{miati}} \quad \text{for all} \quad j \in \mathbb{N}, \tag{7a}
\]

\[
j - i \geq \frac{(i - t) - \tau_{\text{miati}}}{\tau_{r,dt}} \quad \text{for all} \quad (t, i, (i, j)) \in \mathcal{E} \quad \text{with} \quad i + j \geq t + i, \tag{7b}
\]

if and only if \( E = \text{dom} \xi \) for some solution \( \xi \) to (5) with initial state set \( \mathbb{X}_0 \) given by (6).

The proof can be found in [21]. Condition (7a) corresponds to two consecutive jumps of the hybrid system (5) being sep-
arated by at least $\tau_{miati}$ time units, and thus that each transmission interval of the NCS modeled by the hybrid system (5) has a lower bound equal to the MIATI. Condition (7b), on the other hand, corresponds to the RADT constraint on the transmission instants as introduced above and indicates that there are at most $\tau_{miati}$ time units between two consecutive transmissions (cf. all the transmission intervals are upper bounded by the MATI), see [21]. Proposition 1 thus shows that the hybrid model (5) for a NCS does not only include a MATI and a MIATI bound on the transmission intervals, but also captures a RADT. Using this augmented hybrid system (5) (including average transmission interval conditions), we will analyze for which triples of $(\tau_{miati}, \tau^*_{r-dt}, \tau_{mati})$ the set

$$E := \{ \xi \in \mathbb{X} | x = 0 \text{ and } e = 0 \}$$

(8)
is guaranteed to be UGES for the NCS.

Remark 1: In the special case of $\tau^*_{r-dt} = \tau_{mati}$, (7b) actually recovers a MATI-like bound as imposed by (the right hand-side of) the ‘classical’ condition (4), i.e., in the case of $\tau^*_{r-dt} = \tau_{mati}$, the RADT condition (7b) requires that two consecutive transmission times must be separated by at most $\tau^*_{r-dt} (= \tau_{mati})$ time units.

Remark 2: Condition (7b) also relates the values for $\tau^*_{r-dt}$ and $\tau_{mati}$ to each other. That is, when we on average transmit slightly faster/slower (take $\tau^*_{r-dt}$ lower/higher), then $\tau_{mati}$ can be larger/smaller. This trade-off between the values for the RADT and the MATI will also be evident from our Lyapunov-based analysis, which follows below.

IV. STABILITY ANALYSIS

Here, we directly provide conditions on the RADT and the MATI such that UGES of the set $E$ is guaranteed. To do so, in line with [6], [8], [11], we first make the following assumption.

Assumption 1: Consider the hybrid system $\mathcal{H}_{ncs}$ as in (5). There exist a function $W : \mathbb{N}_0 \times \mathbb{R}^{2m} \rightarrow \mathbb{R}_0^+$ that is locally Lipschitz in its second argument, a locally Lipschitz function $V : \mathbb{R}^{2m} \rightarrow \mathbb{R}_0^+$, a continuous function $H : \mathbb{R}^{2m} \rightarrow \mathbb{R}$, and constants $\lambda \in (0, 1)$, $L \geq 0$, $\Omega_W, \Omega_V, \Omega_\lambda, \Omega, \varepsilon, \gamma > 0$ such that the following hold:

1) For all $\kappa \in \mathbb{N}_0$ and $e \in \mathbb{R}^{2m}$

$$\Omega_W \leq W(\kappa, e), \Omega_\lambda \leq \Omega_V$$

(9a)

$$W(\kappa + 1, \alpha(\kappa, e)) \leq LW(\kappa, e).$$

(9b)

2) For all $\kappa \in \mathbb{N}_0$, $x \in \mathbb{R}^{2m}$, and almost all $e \in \mathbb{R}^{2m}$

$$\frac{\partial W(\kappa, e)}{\partial e}, g(x, e) \leq LW(\kappa, e) + H(x).$$

(10)

3) For all $x \in \mathbb{R}^{2m}$

$$\Omega_V \leq V(x), \Omega_\lambda \leq \Omega_V$$

(11)

4) For all $\kappa \in \mathbb{N}_0$, $e \in \mathbb{R}^{2m}$, and almost all $x \in \mathbb{R}^{2m}$

$$\langle \nabla V(x), f(x, e) \rangle \leq -\varepsilon^2 V(x) - H^2(x) + \gamma^2 W^2(\kappa, e).$$

(12)

This assumption is essentially the same as the main assumption [8, Assumption 1], see also [21]. Moreover, these conditions (9)-(12) have been proven to be systematically checkable for various classes of NCSs, see, e.g., [7]–[14].

Now, based on extensions of the stability results for networked control systems as in [8]–[10], novel conditions under which the set $E$ is UGES can be obtained.

Theorem 1: Under Assumption 1 and for a given value of the MIATI $\tau_{miati} > 0$, if the RADT $\tau^*_{r-dt} \geq \tau_{mati}$ satisfies for some constants $0 < \delta < \varepsilon^2$ and $\psi := 2L + \varepsilon^2$ the bound

$$\tau^*_{r-dt} < \frac{\ln(\lambda^2) - (\varepsilon^2 - \delta)\tau_{miati}}{2\gamma + \psi},$$

(13)

and if the MATI $\tau_{mati} \geq \tau^*_{r-dt}$ satisfies the bound $\tau_{mati} \leq T(\lambda, \tau^*_{r-dt})$, where

$$T(\lambda, \tau^*_{r-dt}) = \begin{cases} \frac{2}{\psi_r} \arctan \left( \frac{\tau^*(1-\sigma)}{2^{1+\sigma} - 1 + \psi_2} \right), & 2\gamma > \psi \\ \frac{2}{\psi_2} \arctanh \left( \frac{\tau^*(1-\sigma)}{2^{1+\sigma} - 1 + \psi_2} \right), & 2\gamma < \psi \end{cases}$$

(14)

with $\sigma := -\frac{1}{2\gamma} \left( \sqrt{(\psi + \lambda W)^2 - 4\gamma^2} + (\psi + \lambda W) \right) > 0$, $\lambda W := \frac{\ln(\lambda^2) - (\varepsilon^2 - \delta)\tau_{miati}}{\tau^*_{r-dt}}$, and $r := \sqrt{\left( \frac{\lambda W}{2} \right)^2 - 1}$, then the set $E$ given by (8) is UGES for the hybrid system (5).

The full proof is provided in [21] for the reader’s convenience, which is based on the construction of a genuine (hybrid) Lyapunov function in the sense that it decreases during flows (cf. in between transmission instants) and does not increase during jumps (cf. when a transmission on the networked value occurs) of the hybrid system to show stability. In particular, in view of Assumption 1 and inspired by [8], [9] and [10], the hybrid Lyapunov function

$$U(\xi) = \phi_V(\tau) V(x) + \gamma \phi_W(\tau) W^2(\kappa, e)$$

(15)
is proposed where $\phi_V : [0, \tau_{miati}] \rightarrow \mathbb{R}_0^+$ is an exponentially increasing function and $\phi_W : [0, \tau_{miati}] \rightarrow \mathbb{R}_0^+$ a strictly decreasing function, both designed such that $U$ indeed is strictly decreasing during flows, see [21] for the details. Consequently, it is shown under which conditions on the functions $\phi_V$ and $\phi_W$, and the transmission interval bounds $\tau^*_{r-dt}$ and $\tau_{mati}$ the Lyapunov function $U$ given by (15) also satisfy its jump condition. Here, however, it should be observed that, as the function $\phi_V$ is increasing, the function $\phi_W$ is decreasing, and given the fact that $\tau$ ‘jumps’ to a lower value at an update of the networked values (see (5)), the property of $U$ satisfying its jump condition is directly related to the amount the function $\phi_W$ decreases in value over a time-interval equal to $\tau^*_{r-dt}$. That is, when the decrease rate (i.e., derivative) of the function $\phi_W$ exceeds a certain (timer-dependent) threshold value, the Lyapunov function $U$ given by (15) fails to satisfy its jump condition. As such, it follows that, for a given value of the RADT $\tau^*_{r-dt}$, the value for the MATI $\tau_{mati}$ can be determined as being the
point in time at which the decrease rate of the function $\phi_W$ attains this threshold value. To this end, the derivative of the function $\phi_W$ is bounded from below and it is verified when this bound fails to hold, which leads to the explicit solution for the MATI given by (14).

Based on the bounds presented in Theorem 1, it follows that the value for the MATI $\tau_{mati}$ indeed depends on the value for the RADT $\tau_{rd}^*$ through $\lambda_W$. In particular, the value for $\tau_{mati}$ increases when the value for $|\lambda_W|$ increases (as the value for $\sigma$ decreases in this case, i.e., becomes closer to 0), which corresponds to having a smaller value for $\tau_{rd}^*$. As such, smaller values of $\tau_{rd}^* > \tau_{mati}$ will result in higher values for the MATI, while for increasing values of $\tau_{rd}^*$ we have that $\tau_{mati}$ becomes smaller. This trade-off between the values for the RADT and the MATI will also be illustrated on a numerical example in the Section V.

**Remark 3:** To obtain the highest possible value for $\tau_{mati}$, we will take, in practice, $\delta > 0$ as small as possible (i.e., essentially zero) since this results in the highest possible value for $|\lambda_W|$, which is desired, see [21]. Moreover, it follows from both the bounds (13) and (14) for $\tau_{rd}^*$ and $\tau_{mati}$, respectively, that they are maximal when $\gamma$ is taken as small as possible (while satisfying (12)). Similarly, it also follows that having $\varepsilon$ large would in general lead to higher values of the RADT and the MATI, especially when the value for the MIATI is large. However, this would also lead to the value of $\gamma$ being larger due to constraint (12), which results in lower values for the RADT and the MATI. Therefore, we will in general take $\varepsilon$ small, however, it is this balancing effect that might give in some specific cases better results for larger values of $\varepsilon$.

**Remark 4:** Hypothetically, having $\tau_{miati} = 0$ in the value for $\lambda_W$ would already be sufficient for Theorem 1 to result in feasible values for $\tau_{rd}^*$ and $\tau_{mati}$. As such and since for larger values of $\tau_{miati} > 0$ the value for $|\lambda_W|$ becomes larger, it directly follows, similar to [9], [10], that exploiting knowledge on the existence of a positive MIATI leads to higher values for the MATI (when $\delta < \varepsilon^2$).

**V. Numerical Example**

To illustrate the application of our results and to make a comparison with the results of [8]–[10], we consider the same numerical example as in [9], [10] of stabilizing an open-loop unstable plant $P$ with a state-feedback controller $C$, which are modeled by

$$P : \dot{x}_p = A_P x_p + B_P u \quad \text{and} \quad C : u = -K \dot{x}_p$$

(16)

with, respectively, $\dot{x}_p$ the networked value of the plant state $x_p$ and

$$A_P = \frac{1}{5} \begin{pmatrix} -4 & 1 \\ -2 & 3 \end{pmatrix}, \quad B_P = \begin{pmatrix} -1 \\ 2 \end{pmatrix}, \quad \text{and} \quad K = (-0.2 \ 0.5).$$

Hence, from this system configuration it thus follows that we assume that the plant states $x_p$ are transmitted over a network $N$ to the controller, i.e., we have a NCS with the network-induced error given by $e = \dot{x}_p - x_p$. Moreover, we consider the case with the number of nodes in the network being $\ell = 2$. As a result, we can model the closed-loop dynamics as a hybrid system of the form (5) where $f(x, e) = Ax + Ec$ and $g(x, e) = Cx + Fe$ with $A := A_P - B_P K$, $E := -B_P K$, $C := -A$, and $F := -E$.

For this linear example, the conditions (10)-(12) reduce to a single linear matrix inequality (LMI) condition when we assume that for some constant $M > 0$, almost all $e \in \mathbb{R}^{m_e}$, and for all $\kappa \in \mathbb{N}_0$ it holds that $\frac{\partial W(x, e)}{\partial e} \leq M$, see, e.g., [9]. In particular, conditions (10)-(12) can be summarized into the LMI condition

$$\begin{bmatrix} A^T X_T + X_T A + \varepsilon^2 X_T + M^2 C^T C & X_T E \\ E^T X_T \end{bmatrix} \leq 0,$$

(17)

where we have chosen $V(x) = x^T X_T x$ with $X_T$ being a symmetric positive definite matrix of size $m_x \times m_x$ such that $\alpha_W = \lambda_{\min}(X_T)$, $\tau_W = \lambda_{\max}(X_T)$, $L = M \varepsilon^{-2}$, $|F|$ and $H(x) = M |C x|$, see, for instance, [9, Section V].

For a given scheduling protocol, in this example the TOD protocol with $\lambda = \sqrt{\frac{1}{\ell}} - 1 = \frac{1}{2} \sqrt{2}$ and $\alpha_W = \tau_W = M = 1$, we can now use the LMI condition (17) in combination with Theorem 1 to compute the values for the pair $(\tau_{rd}^*, \tau_{mati})$ such that UGES for the NCS described by (16) is guaranteed. The results for $\tau_{miati} = 10^{-3}$ are given in Fig. 2, along with the obtained value for the MATI using [8, Theorem 1].

![Fig. 2. Computed values for $(\tau_{rd}^*, \tau_{mati})$ using Theorem 1 for $\tau_{miati} = 0.001$ and the TOD protocol. Also the computed value for the MATI from [8] is indicated in the figure, along with the maximal attained improvement with respect to [8].](image-url)

As shown by Fig. 2, there indeed is a clear trade-off between the RADT and the MATI as discussed earlier in Remark 2. That is, higher values of $\tau_{rd}^*$ indeed lead to lower values of $\tau_{mati}$ and for $\tau_{rd}^* = \tau_{mati}$ (i.e., the case that the RADT actually represents a MATI bound, see also Remark 2), we obtain a good approximation of the obtained value for the MATI as in [8].

To make now a clearer comparison with the results from [8]–[10], some of the results from Fig. 2 have been singled out in Table I. Here $\tau_{mati}^{[8]}$ represents the value obtained using the results from [8], $\tau_{mati}^{[9]}$, the value obtained using the result from [9] (where $\tau_{miati} = \tau_{mati}$ has been used in
the computations), \(\tau_{\text{mati}}^{[10]}\) the value obtained using the result from [10], and \(\tau_{\text{mati}}\) the value computed using Theorem 1. It can be directly seen that exploiting a RADT condition leads to significantly larger values for the MATI. Stated differently, information about the average transmission interval case can be exploited to allow much larger values of the ‘worst case’ transmission interval, while still guaranteeing stability. That is, when we have, for instance, on average a slightly smaller value for the transmission intervals than the MATI from [8] (e.g., \(\tau_{r dt}^{[8]} < 0.137 < \tau_{r dt}^{[8]}\)), we can obtain quite an extensive improvement of the maximal allowable transmission interval \(\tau_{\text{mati}}\) (e.g., an improvement of 15.46% in the case of \(\tau_{r dt}^{[8]} < 0.137\) or even an improvement of 484.43% in the case of \(\tau_{r dt}^{[8]} < 0.0011\) with respect to the results in [8]). As such, when a RADT is exploited, the time between two transmissions is allowed to be significantly larger than the computed MATI as in [8] (or [9], [10]).

### VI. CONCLUSION

In this paper, we proposed a richer hybrid model description for NCSs designed using the emulation-based approach by including, next to the presence of a minimal and maximal allowable transmission interval (MIATI/MATI), the specification of a bound on the average allowable transmission interval given by means of a reverse average dwell-time (RADT) condition. We provided conditions on the RADT and the MATI such that UGES for the NCS is guaranteed and showed that there exists a trade-off between these values. In particular, it follows that transmitting on average faster (smaller RADT), directly leads to higher values for the MATI. We showed for a numerical example with the TOD protocol that improvements of the MATI up to 484% could be obtained with respect to the existing results of [8].
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