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Models for Supplier Selection and Risk Mitigation: A Holistic Approach

With growing emphasis on supply risk, consideration of risk aspects in supplier selection has become an important issue faced by firms. While current literature has proposed a variety of tools and techniques for effective supplier selection, few approaches, if any, are proposed in incorporating risk mitigation strategies in supplier selection decisions. To this end, this paper fills this gap, by considering a variety of risk factors in supplier selection, which are both quantitative and qualitative in nature, and tests the efficacy of alternative risk mitigation strategies in this context. Moreover, we argue that both upstream and downstream risk mitigation strategies should be used simultaneously rather than focusing on a single type of strategy. We further argue that alignment between upstream and downstream risk mitigation strategies is critical in reducing risk. We utilize multi-objective optimization based simulation in building a decision model in the context of this problem setting. We consider data from an automotive parts manufacturer in demonstrating the application of our approach.
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1. Introduction

Managing suppliers is one of the key issues in supply chain management (SCM) given that the cost of raw materials and component parts make up the primary cost of a product. Most manufacturing firms spend considerable amount of their sales revenue on supply procurement (Goffin et al., 2006), ranging from 60% to 80% of production cost (Dey et al., 2015). Selecting the right supplier not only reduces the purchasing costs significantly (Ghodsypour and O’Brien, 2001), but also contributes in product innovation and helps achieve effective production processes (Dey et al., 2015). Therefore, supplier selection is one of the critical issues in SCM for maintaining a competitive advantage. Traditionally, supplier selection has mainly focused on cost, but recent emphasis has also been on other important factors such as quality, delivery, flexibility, and social and environmental sustainability (Sarkis and Talluri, 2002; Amid et al., 2011; Lin, 2012; Scott et al., 2013; Scott et al., 2015). As a supply chain becomes more complex, extended, and globalized, firms become more and more dependent on their suppliers. This also entails a number of unexpected negative events, which makes supplier selection a more important and difficult task compared to the past. For instance, the catastrophic Thailand flooding of October 2011 affected the supply chains of computer manufacturers dependent on hard disks, and also disrupted the supply chains of Japanese automotive companies with plants in Thailand (Chopra and Sodhi, 2014). Similarly, the earthquake and Tsunamis that hit Japan in 2011 affected almost all major auto manufacturers globally, because of the many Japanese parts suppliers that were impacted significantly. The case of Ericsson is also a well-known incident where a fire at a Phillips semiconductor plant in 2000 led to Ericsson’s $400 million loss (Chopra and Sodhi 2004). Thus, in supplier selection, it is necessary to consider factors above and beyond cost from a risk management perspective.
Supply chain risk management (SCRM) has been receiving increasing attention in both academic and practitioner circles. There is a continuous growth in the number of articles focusing on SCRM in the period between 2003-2013 (Ho et al., 2015). The number of articles published in 2003 is only 8, whereas it increased to 33 in 2013. Besides, there are already eight literature review articles surveying SCRM in the last decade (Tang, 2006; Rao and Goldsby, 2009; Tang and Musa, 2011; Colicchia and Strozzi, 2012; Sodhi et al., 2012; Fahimnia et al., 2015; Heckmann et al., 2015; Ho et al., 2015). Literature in this area has primarily focused on: i) identifying and categorizing risk drivers\(^1\) (Chopra and Sodhi, 2004; Kull and Talluri, 2008) ii) developing risk assessment techniques (Zsidisin et al., 2004; Wang et al., 2012; Aqlan and Lam, 2015) iii) defining risk mitigation strategies (Chopra and Sodhi, 2004; Faisal et al., 2006); and iv) evaluating risk management strategies (Talluri et al, 2014; Mohammaddust et al., 2017). It is not uncommon for companies in the same industry to face different types of risks, which leads them to emphasize and recognize that adapting tailored risk mitigation strategies is a key aspect for their success in a turbulent environment (Hauser, 2003; Chopra and Sodhi, 2004). Various risk mitigation strategies (including upstream and downstream risk mitigation strategies) have already been proposed by several researchers to address specific needs of companies. Among such risk mitigation strategies, companies are interested in efficient strategies that reduce risk without eroding profits (Talluri et al., 2013).

In this article, we address the issue of supplier selection and risk mitigation strategy selection in a simultaneous manner during a given planning horizon in a supply chain. We also argue that risk mitigation should be considered at the supplier selection phase with a combination of upstream and downstream risk mitigation strategies rather than separately focusing on applying a sole strategy. Extant literature studied the risk mitigation strategies and their effectiveness (e.g.,

\(^1\) Risk drivers: factors such as events and conditions, which might increase the level of risk in a supply chain (Chopra and Sodhi, 2004; Jüttner et al., 2003)
Chopra and Sodhi, 2004; Schmitt, 2011; Chopra and Sodhi, 2014). Not surprisingly, several of these strategies are closely related to the supplier selection issue for mitigating upstream risk such as *having redundant suppliers*. However, there is no previous work that addresses the potential synergy between mitigation strategies related to downstream risk (such as demand uncertainty) and supplier selection based mitigation strategies focusing on upstream risk (such as quality failure, supply quantity flexibility failure etc.). We conjecture that an alignment between upstream and downstream risk mitigation at the supplier selection stage can result in a more effective way to appease risk.

To this end, the contribution of this paper is two-fold. First, we propose models that integrate two important SCM issues: i) supplier selection and ii) risk mitigation strategy selection. The models demonstrate the reasons for the two aspects to be considered simultaneously rather than separately. Second, from a methodological perspective, we develop decision models that utilize a combination of multi-objective optimization and simulation approaches, for simultaneous consideration of a broad range of risk drivers, objectives, company's risk attitude, and order allocation factors. The multi-objective optimization allows the simultaneous consideration of cost and risk (Yildiz et al., 2015) and simulation enables us to achieve efficiency and effectiveness in deriving solutions under a given parameter set over a multi-period planning horizon (Jung et al., 2004). Thus, we expect that this combination of methodologies to provide a holistic solution to this problem environment.

The remainder of the paper is organized as follows. The next section reviews the related literature in the areas of supplier selection and risk mitigation. We then describe the problem and introduce representative risk mitigation strategies that are selected from the literature. The following
section presents the mathematical models for supplier selection with the consideration of risk mitigation strategy selection and related analysis. Finally, we discuss the limitations of our approach and present future research directions.

2. Literature Review

This paper is related to two streams of literature: supplier selection and supply chain risk mitigation. Section 2.1 presents the relevant literature on supplier selection with risk consideration. Section 2.2 discusses the literature of both generic supply chain and specific supply risk mitigation strategies. Section 2.3 summarizes the knowledge gaps of the literature, and identifies the novelty of this paper.

2.1 Supplier selection with risk consideration

Supplier selection is a critical issue in SCM, since poor decisions can lead to various supply base problems such as late deliveries and/or high defects rates (Smeltzer and Siferd, 1998). It is also shown that supplier selection was the most influential factor for achieving long-term competitive advantage (González and Quesada, 2004; Spekman, 1988; Önüt et al., 2009). Moreover, as supply chains become global, a firm’s supply chain risks begin to be influenced more by outside factors in addition to internal factors. Thus, in this study, supplier selection and its associated factors are viewed from a SCRM perspective.

Tomlin (2006) simplifies the risks into two groups in supplier selection, i.e., recurrent risks and disruption risks, and considers the case of one unreliable supplier and one reliable but more expensive supplier. He demonstrates that supplier diversification strategy is favored over an inventory reserve approach if unfavorable events are rare but long (disruption risk), whereas an inventory based approach is preferred if unfavorable events are frequent but short (recurrent risk). He further showed that supplier characteristics such as reliability and flexibility and the nature of
risk (disruption or recurrent) are key for effective supplier selection. Other literature also presents similar findings and emphasizes the importance of decoupling recurrent risks and disruption risks, and the importance of supplier features such as reliability when managers are selecting suppliers (Chopra et al., 2007).

Ho et al. (2015) classify supply chain risks into seven categories and find that the most widely studied risk type is supply risk followed by demand risk, manufacturing risk, financial risk, macro risk, information risk, and transportation risk. Table 1 shows that a number of researchers studied the supplier selection problem with the consideration of a variety of supply risks. The risk factors considered in the supplier selection process include poor quality (Talluri and Narasimhan, 2003; Talluri et al., 2006; Fang et al., 2016), late delivery (Talluri and Narasimhan, 2003; Talluri et al., 2006; Fang et al., 2016), uncertain capacity (Kumar et al., 2006; Viswanadham and Samvedi, 2013), dispersed geographical location (Chan and Kumar, 2007), supplier failure (Kull and Talluri, 2008; Ravindran et al., 2010; Ruiz-Torres et al., 2013), supplier’s financial stress (Lockamy III and McCormack, 2010), supply disruption (Wu and Olson, 2010; Meena et al., 2011; Sawik, 2014; Fang et al., 2016), poor supplier service (Wu et al., 2010; Chen and Wu, 2013), lack of supplier involvement (Chaudhuri et al., 2013), supplier’s economic risk (Moghaddam, 2015; Rao et al., 2017), supplier’s technology risk (Rao et al., 2017), supplier’s information risk (Rao et al., 2017), supplier’s management risk (Rao et al., 2017), supplier’s environmental risk (Rao et al., 2017), supplier’s societal risk (Rao et al., 2017), and supplier’s ethical risk (Rao et al., 2017).

From Table 1, we can observe that there is no study focusing on both supplier selection and risk mitigation simultaneously. Instead, researchers simply considered particular risk factors together with some traditional criteria, such as cost, quality, delivery, service, and innovation for supplier evaluation and selection. For example, Kull and Talluri (2008) propose a decision support
tool for supplier selection in the context of risk management by effectively integrating risk issues into supplier evaluation using a combination of analytical hierarchy process (AHP) and mathematical programming. Their approach supports managers in prioritizing supply chain objectives, identifying risk indicators, assessing the likelihood & potential impact of negative events, and deriving risk coverage scores logically and rationally. The risk coverage score of an entity is defined as the degree of how well the entity can handle a variety of risks. Thus, the higher the risk coverage score, the more reliable the entity is.

2.2 Supplier chain risk mitigation

The relationship between investment and its expected returns is a fundamental issue for businesses. We know that a set of actions, which provide higher returns and/or improved risk coverage abilities, require a certain amount of upfront investment costs. In the same vein, scholars state that investments in increasing reliability and responsiveness of supply chains could be viewed as buying insurance against the economic loss from potential disruptions (Hendricks and Singhal, 2005). However, investment in changes or development is itself inherently risky (Hallikas et al., 2004). Therefore, careful consideration of investment decisions is a necessary part of SCRM. In line with this logic, a conceptual framework that trades off risk mitigation investments, including the cost of management systems, against potential losses caused by supply chain risks arising from disruptions is proposed by Kleindorfer and Saad (2005). This investment evaluation approach for risk management may supplement the supplier selection approach. However, the existing investment evaluation approaches only focus on disruptions. Risk assessment process is generally composed of two dimensions, assessing the likelihood and impact of a potential problem, i.e., likelihood × impact. Based on this assessment process, even though recurrent risks have low impact, they
have high likelihood, which makes recurrent risks equally important as disruptions. Thus, we also need to take recurrent risks into consideration while making investment decisions.

The extensive supply chain risk sources and the broad range of risk management approaches result in various risk mitigating strategies in supply chains. Some studies have sought to define generic supply chain risk-mitigating strategies by considering the strategic "fit" concept (Jüttner et al., 2003; Chopra and Sodhi, 2004). They note four types of risk mitigation strategies that can be adapted to supply chain contexts from five generic strategies introduced by earlier studies (Miller, 1992): (i) avoidance; (ii) control; (iii) cooperation; and (iv) flexibility (Jüttner et al., 2003). They roughly explain the suitability of each strategy with emphasis on the concept of "fit". The strategies are composed of different set of enablers that interact with each other (Faisal et al., 2006). Each enabler covers its own set of risk drivers and the interaction of enablers leads to the coverage of a variety of risk drivers across different enablers. In that context, Chopra and Sodhi (2004) focuses on categorizing risk drivers and possible risk mitigation strategies based on the interaction of individual risks: (i) add capacity; (ii) add inventory; (iii) have redundant suppliers; (iv) increase responsiveness; (v) increase flexibility; (vi) aggregate or pool demand; (vii) increase capacity; and (viii) have more customer accounts.

Researchers have focused on examining strategies for mitigating supply risks specifically using analytical and empirical approaches. Utilizing analytical methods, Tomlin (2006) tests four different risk mitigation strategies with an emphasis on supplier selection by applying a Markovian approach. In that study, it is assumed that supplier selection decision is made first and then a risk mitigation strategy can be utilized, thus resulting in sequential decision making. Talluri et al. (2013) also test the aforementioned seven risk mitigation strategies, except “have more customer accounts”, each in isolation, by employing discrete event simulation. Some of these strategies are
upstream focused, e.g., selecting and utilizing redundant suppliers, and others are downstream fo-
cused, e.g. increasing production capacity.

Similar to the case of analytical methods, there is no empirical study in this domain considering
both supplier selection and risk mitigation simultaneously. Instead, empirical studies have demon-
strated that supply risk can be mitigated by implementing behavior-based management techniques
(Zsidisin and Ellram, 2003), building strategic supplier relationships (Giunipero and Eltantawy,
2004; Hallikas et al., 2005), early supplier involvement (Zsidisin and Smith, 2005), adopting busi-
ness continuity planning as a formal risk management technique (Zsidisin et al., 2005), and reduc-
ing supply base complexity (Choi and Krause, 2006).

2.3 Gaps

There is an extensive amount of research focusing on the two related topics, supplier selection and
risk mitigation, separately or sequentially. In Section 2.1, we can observe that although researchers
considered risk factors for supplier selection, they did not actually consider supplier selection and
risk mitigation simultaneously. In Section 2.2, we can also note that there are no empirical studies
that consider both supplier selection and risk mitigation simultaneously. Although analytical stud-
ies attempted to consider these aspects jointly, they treated them in a sequential or isolated manner.

In this study, we fill the above knowledge gaps by considering both upstream and downstream
focused mitigation strategies simultaneously rather than sequentially in order to achieve a greater
synergic effect. The superiority of simultaneous consideration over sequential comes from two
sources. First advantage is fairly obvious, i.e., the solution space for a simultaneous optimization
problem is at least as large as the sequential optimization. The second benefit is less obvious, which
is related to the compatibility of strategies that are being considered simultaneously.

3. Problem Description
We consider a three-tier supply chain composed of a focal company (part manufacturer in automotive industry), potential suppliers and customers. The automotive industry provides a good context for studying various supply chain problems, including supplier selection and risk management, as many auto manufacturers operate in a JIT environment and expect very high customer service and high reliability from their suppliers even if that means extra costs (Yildiz et al., 2016). We assume that there are multiple customers, but one of these customers is more important than the rest and designated as the “main customer” (see Figure 1), which is quite common for automotive parts manufacturers.

Customer diversification is one of the most difficult missions for companies because significantly larger monetary and human resources are required to achieve multiple large customer accounts. Thus, the strategy to “have more customer accounts”, i.e., having multiple large customer accounts, is possible only for a few big automotive part manufactures such as TRW and Bosch (Yildiz et al., 2010). With this assumption we consider a three-tier supply chain with multiple suppliers and a single customer from the focal company’s perspective.

There are two conflicting goals that the focal company is trying to achieve simultaneously: cost minimization and risk minimization (or reliability maximization) through achieving a reliable flow of supplies from the supply base (upstream risk mitigation) while dealing with customer’s demand uncertainty (downstream risk mitigation). We assume that each of the various potential suppliers have different levels of reliability. Thus, sourcing more from a reliable supplier decreases upstream risk and increases sourcing reliability. Similarly, in order to reduce downstream risk, the focal company might carry inventory to reduce (or avoid) shortages due to demand uncertainty or quality issues. Within this context, we consider four risk mitigation strategies, which have been...
also studied in the literature. Two strategies related to supplier selection, which can mitigate up-stream risk: i) Acquire redundant supplier(s) (ARS) and ii) Have more flexible supplier(s) (HFS). Two other strategies related to internal capabilities, which can manage downstream risk: iii) Increase (manufacturing) capacity (IC) and iv) Increase inventory capacity (IV).

| Insert Table 2 Here |

Note that we exclude customer diversification related strategies (such as to “have more customer accounts” introduced by Chopra and Sodhi (2004)) because such strategies are only possible for a few large parts manufacturers in the automotive industry as we discussed previously. In addition, we are not considering strategies that are only applicable to multiple customers settings (such as to “aggregate or pool demand” introduced in Chopra and Sodhi (2004)) since the supply chain we consider has a single customer. Table 2 summarizes the strategies from the focal company’s perspective.

The first two strategies (ARS and HFS) inherently contain the supplier selection aspect. However, the other two strategies (IC and IV) can be applied without modifying the existing supply base. In the following section, we first test if the strategies in Table 2 can reduce risk (increase reliability) and, at the same time, reduce cost (compared to base case, i.e., without applying any mitigation strategies). In addition, we investigate if the downstream risk mitigation strategies (IC and IV) should be considered along with upstream risk mitigation strategies (ARS and HFS) for better results.

4. Mathematical Model

Supplier selection and risk mitigation strategy selection is a medium range tactical level planning problem (Cheaitou and Khan, 2015). Thus, we consider a one year planning model with weekly demand and supply replenishment. We develop a multi-period stochastic optimization problem
with fifty-two periods by utilizing multi-objective mixed integer programming (MOMIP), which is a suitable approach for considering conflicting objectives.

We assume that the focal company produces one type of product. Without loss of generality, we further assume that the focal company requires one unit of raw material to produce one unit of finished product (Zimmer, 2002).

4.1. Base model

The problem is inherently a stochastic multi-stage decision problem in operating variables involving several sets of operating and structural constraints. Each decision stage corresponds to a planning period (denoted by \( t \)).

- **Decision variables**

  \( x_{it} \) : order quantity from supplier \( i \) in period \( t \).

  \( Y_{it} \) : quantity delivered to the customer in period \( t \).

  \( z_i \) : binary variable that is 1 if supplier \( i \) is selected, 0 otherwise.

  \( I_{it} \) : focal company’s ending inventory level in period \( t \).

  \( S_{it} \) : amount of shortage in period \( t \).

  \( O_{it} \) : over-delivered amount in period \( t \).

- **Parameters**

  \( c_i \) : unit purchasing price for supplier \( i \).

  \( f_i \) : fixed cost for supplier \( i \).

  \( h \) : unit inventory holding cost.

  \( p \) : unit penalty cost for shortage.

  \( l \) : unit transportation cost.

  \( CA_i \) : capacity of supplier \( i \).

  \( CA_f \) : capacity of focal company.

  \( MI_i \) : minimum order quantity of supplier \( i \).
\( \alpha_i \): volume flexibility parameter for supplier \( i \), \( 0 \leq \alpha_i \leq 1 \).

\( D_t \): random demand in period \( t \) with distribution parameter \( \theta_t \).

\( IL \): inventory lower bound (safety stock level of the focal company).

\( IU \): inventory upper bound (inventory holding capacity of the focal company).

\( N \): number of supplier(s) utilized.

\( r_i \): reliability score of supplier \( i \).

\( r_f \): relative reliability of focal company.

- **Objective Functions:**

\[
\begin{align*}
\min & \sum_i (c_i x_{i1} + f_i z_i) + E_{\theta_0} \left[ \min \left( hI_t + l(Y_t + O_t) + pS_t \right) + \sum_i c_i x_{i2} \right] \\
& \quad + E_{\theta_2} \left[ \min \left( hI_{t2} + l(Y_{t2} + O_{t2}) + pS_{t2} \right) + \sum_i c_i x_{i3} \right] \\
& \quad + E_{\theta_t} \left[ \max \left( I_r + Y_r \right) + \sum_i r_i x_{i1} \right] \\
& \quad + E_{\theta_r} \left[ \max \left( hI_r + l(Y_r + O_r) + pS_r \right) \right]
\end{align*}
\]

(1)

\[
\max \sum_i r_i x_{i1} + E_{\theta_0} \left[ \max r_f \left( I_1 + Y_1 \right) + \sum_i r_i x_{i2} \right] \\
& \quad + E_{\theta_2} \left[ \max r_f \left( I_2 + Y_2 \right) + \sum_i r_i x_{i3} + E_{\theta_t} \left[ \max r_f Y_r \right] \right]
\]

(2)

Subject to

\[
x_{i1} \leq C_{A_i} z_i \quad \text{for } \forall i \text{ and } t
\]

(3)

\[
x_{i1} \geq M_{I_i} z_i \quad \text{for } \forall i \text{ and } t
\]

(4)

\[
(1 - \alpha_i) x_{i1} \leq x_{i1} \leq (1 + \alpha_i) x_{i1} \quad \text{for } \forall i \text{ and } t
\]

(5)

\[
I_t = I_{t-1} - Y_t + \sum_i x_{i1} \quad \text{for } \forall t > 0, \ I_0 = 0
\]

(6)

\[
IL \leq I_t \leq IU \quad \text{for } \forall t < T, \ I_T \text{ can be less than } IL
\]

(7)

\[
I_{t-1} + \sum_i x_{i1} - Y_t \leq IU \quad \text{for } \forall t
\]

(8)

\[
Y_t \leq C_{A_f} \quad \text{for } \forall t
\]

(9)
\[ S_i \geq D_i - Y_i \quad \text{for } \forall t \]  
(10)

\[ O_i \geq Y_i - D_i \quad \text{for } \forall t \]  
(11)

\[ \sum_i z_i = N \]  
(12)

\[ x_{it}, Y_t, I_t, S_t, O_t \geq 0 \text{ and integer and } z_i \text{ is binary} \quad \text{for } \forall i \text{ and } t \]  
(13)

The first term in cost objective function, Eq. (1), is sourcing cost in the first planning period. The second term is a fixed cost for the selected supplier \( i \). The last term represents the total cost of the \( T \)-stage decisions (involving the wait-and-see inventory, delivered/over delivered, and shortage variables) at each planning period and the here-and-now sourcing variables of the adjacent planning period. Similarly, in the reliability objective function, Eq. (2), the first term represents reliability from sourcing in the initial period. The second term represents the total reliability of the \( T \)-stage decisions (involving the variables for wait-and-see inventory and customer delivery amount) at each planning period and the here-and-now sourcing variables of the adjacent planning period. For the last period, i.e., period \( T \), inventory is of no use, thus it is not included in the calculation of total reliability of the focal company. Note that total reliability objective depends on the reliability of the focal company as well as the amount sourced from the suppliers, inventory amount carried, and delivery amount to the customers. We utilize the relative scores obtained using AHP (values between 0 and 1) based on the data used in Kull and Talluri (2008) for the unit reliability scores of the suppliers. Thus, sourcing larger quantities from a more reliable supplier will increase total reliability.

The nested expectations of \( E_{\theta_i} \left[ E_{\theta_i} \left[ E_{\theta_i} [ ] ] \right] \right] \) denote that the expectation is computed over the probability distribution of the cumulative demand \( D_t \) with parameter set \( \theta_i \) up to each plan-
ning period \( t \), where the inner expectation is conditioned on the realization of the uncertain demand of the outer expectation. Thus, the sourcing variables, \( x_{it} \) are determined after the demand requirements up to period \( t - 1 \) have been realized but before the demand outcomes for period \( t \) and subsequent periods are known. Consequently, the decision on the sourcing variables for period \( t \) should take into account the state at the beginning of planning period \( t \) and the possible demand outcomes in later periods. This is formalized through constraint (6), which links the decisions of two adjacent planning periods. The supply variables \( Y_{it} \) take into account the demand outcomes for planning period \( t \) and serve to constrain the state variables \( I_{t}, O_{t}, \) and \( S_{t} \).

The constraints, Eqs. (3) - (12), are generated for each demand sample path (scenario) at each planning period in the deterministic equivalent formulation. Eq. (3) limits sourcing amount up to each supplier's capacity. Eq. (4) constrains the minimum sourcing amount for suppliers. Eq. (5) sets upper and lower bounds of sourcing amount based on the volume flexibility offered by suppliers. Eq. (6) is a typical inventory balance equation between adjacent periods. Note that \( I_{t} \) is determined based on demand realization up to planning period \( t \). Eq. (7) sets an upper bound for inventory level due to inventory carrying capacity of the focal company and a lower bound for inventory level due to the safety stock set by the focal company. Eq. (8) constrains the focal company's production capacity. Eq. (9) limits focal company’s delivery amount to the customer. Eq. (10) and (11) represent shortage and over delivery constraints, respectively. Eq. (12) restricts the number of selected suppliers.

If the demand distribution was a discrete function, the evolution of random demands over time can be represented by the tree structure. However, the total number of scenarios will be extremely large. For example, if there are \( \Sigma \) possible next-period demand realizations at each node, the total number of scenarios over \( T \) periods is \( \Sigma^{T} \). Thus, for computational efficiency, we employ an
approximation strategy through simulation (Jung et al., 2004) rather than applying discrete time Markov decision processes using a dynamic programming approach.

4.2. Base MOMIP with deterministic model

Deterministic models are developed for their execution within the simulation. The models are derived from the original stochastic program formulation developed in the previous section. In addition, the deterministic models are transformed to the MOMIP so that it can address cost and reliability simultaneously.

• **Deterministic Objective Functions:**

\[
\begin{align*}
\min & \sum_i \left( f_i z_i + \sum_t c_t x_{it} \right) + \sum_t \left[ h t + I_t + pS_t \right] \\
\max & \sum_t \sum_i r_t x_{it} + \sum_t \left[ r_t \left( I_t + Y_t \right) \right] - r_t I_t
\end{align*}
\]  

Subject to

Eqs. (3) - (9) and Eqs. (12) - (13)

\[
S_i \geq \mathbb{E}[D_i] - Y_i \quad \text{for } \forall t
\]

\[
O_t \geq Y_t - \mathbb{E}[D_t] \quad \text{for } \forall t
\]

The first term of Eq. (14) represents total procurement cost over the planning horizon. The second term of Eq. (14) represents total inventory carrying, delivery, and penalty costs. The last term of Eq. (14) is the fixed cost for supplier selection. Similarly, the first term of Eq. (15) represents total reliability from sourcing over the planning horizon. The second term of Eq. (15) implies total reliability from inventory and delivery to the customer over the planning horizon. The last term of Eq. (15) implies deduction of reliability of last period’s inventory. Intuitively, lower cost and higher reliability are better. Thus, cost objective function, Eq. (14), needs to be minimized but reliability objective function, Eq. (15), needs to be maximized. Most of the constraints used in the
base model (the model described in section 4.1) are maintained, but Eqs. (10) and (11) are modified by applying expected demand, $E[D_t]$, instead of stochastic demand, $D_t$, for the purpose of running the simulation. The details of simulation are discussed in Section 5.

As noted earlier, the problem we are considering is a multi-objective optimization problem with two conflicting objective functions. We try to balance the two objectives using a min-max strategy to obtain near Pareto optimal solutions. The min-max strategy compares relative deviations from the separately attainable optimum solutions by solving the optimization problems for each objective separately, i.e., solve the optimization problem with all constraints for Eq. (14) and Eq. (15) separately in order to derive the best possible cost (lowest cost) and best possible reliability (highest reliability). Once we have the best possible values, the two models are combined as one MOMIP with three additional variables and two additional constraints. We use the following master formulation to perform this:

- **Deterministic MOMIP for base model:**

$$\text{min } Q$$

Subject to

Eqs. (3) - (9), Eqs. (12) - (13), and Eqs. (16) - (17)

$$- \frac{\omega_r (RK - BR)}{BR} \leq Q$$

$$\frac{\omega_c (CS - BC)}{BC} \leq Q$$

, where $Q$ is a variable to balance the two objectives, $Q \geq 0$. We utilize a min-max approach that minimizes maximum deviations from both objective functions values when (14) and (15) are optimized in isolation, based on the given set of weights for cost and reliability, $(\omega_c, \omega_r)$. Note that constraints Eqs. (10) - (11) are replaced by Eqs. (16) - (17) because of the transformation from
stochastic to deterministic approach. Moreover, we have two additional decision variables and four additional parameters as follows.

- **Additional decision variables**

  \[ CS : \text{total cost function value, i.e., } CS = \sum_{i} \left( f_{i}z_{i} + \sum c_{i}x_{i} \right) + \sum_{i} \sum_{i} \left[ hI_{i} + l(Y_{i} + O_{i}) + pS_{i} \right] \]

  \[ RK : \text{total reliability function value, i.e., } RK = \sum_{i} \sum_{i} r_{i}x_{i} + \sum_{i} \left[ r_{i} \left( I_{i} + Y_{i} \right) \right] - r_{i}I_{i} \]

- **Additional parameters**

  \[ \omega_{C} : \text{weight for cost.} \]

  \[ \omega_{R} : \text{weight for reliability.} \]

  \[ BC : \text{cost achieved when cost objective function (Eq. (14)) is optimized in isolation} \]

  \[ BR : \text{reliability achieved when reliability objective function (Eq. (15)) is optimized in isolation} \]

  Note that the weights project the risk attitude of a focal company’s focus; the higher (lower) \( \omega_{C} \) compared to \( \omega_{R} \), the more cost focused the company is. The changes in the weights enable us to perform the Pareto analysis.

4.3. **Models for sole strategy selection**

We expect that the Pareto analysis might have a monotone increasing shaped curve, i.e., total reliability is increasing in total cost, i.e., as \( \frac{\omega_{R}}{\omega_{C}} \) increases the curves move from the lower left to the upper right (see Figure 2). However, each risk mitigation strategy has its own parameter set, which implies that each strategy’s \( BC \) and \( BR \) will be different. Thus, comparing \( Q \) values of the strategies at a certain weight combination, \( \omega_{C} \) and \( \omega_{R} \), is not meaningful. Thus, separately estimating cost/reliability curves of the strategies first, and then comparing them at a certain total cost or total reliability level will derive more meaningful results.
As can be seen in Figure 2, at a given total cost level, the grey curve shows better performance compared to the black curve on the left side of the break-even cost line (the vertical dotted-line), while the black curve performs better on the right side, since higher reliability level can be achieved with the same cost. Each risk mitigation strategy’s curve (sole strategy) can be separately drawn by the following models.

Based on the supplier(s) selected in the base MOMIP, i.e., \( z^*_i \)’s become parameters in strategy selection, we modify Eq. (1) - (20) with several additional decision variables and parameters and related constraints. Script \( \kappa \) denotes risk mitigation strategy, i.e., \( \kappa \in \{ \text{ARS, HFS, IC, IV} \} \).

- **Deterministic MOMIP for each strategy** \( \kappa \):

\[
\min Q^\kappa
\]  
(21)

Subject to

Eqs. (3) - (9), Eqs. (12) - (13), Eqs. (16) - (17), and Eq. (19) - (20) with addition of superscript \( \kappa \) on all decision variables and some of focal company’s parameters.

In addition, objective functions, Eqs. (14) - (15) and their objective function values at optimal solution \( BC^\kappa \) and \( BR^\kappa \) need to be recalculated based on the revised set of parameters for strategy \( \kappa \). To solve MOMIP for each strategy, several additional constraints are required. The modifications and additions are summarized in Table 3.

**4.4. Models for simultaneous selection for strategies**

Using the aforementioned individual strategies, we define four different combinations of upstream and downstream risk mitigation strategies; \( \text{ARS+IC, ARS+IV, HFS+IC, and HFS+IV} \). There could be other combinations such as \( \text{IC+IV, ARS+HFS, ARS+HFS+IC+IV} \), etc. in practice, but
we focus on the first four combinations to simplify the model. Similar to the sole strategy selection, the models are modified based on the MOMIP of base model. Each model takes upstream strategy’s supplier related constraints, while taking downstream strategy’s modified parameters. For example, the combination of ARS+IC can have ARS’s modified and additional constraints rather than having IC’s additional constraint appeared in Table 3, i.e., \( \sum_{t} z_{ij}^{ARS+IC} = N^{ARS} = N^{ARS+IC} \) and \( z_{ij}^{ARS+IC} \geq z_{ij}^{*} \). However, this combination will apply the modified focal company’s capacity, i.e., \( CA_f^{ARS+IC} = CA_f^{IC} \), since ARS does not increase focal company’s production capacity. Moreover, the investment costs are the same as the downstream risk mitigation strategies’ investment costs, i.e., \( IS^{ARS+IC} = IS^{IC} \) because investment cost for ARS is accounted by fixed cost in Eq. (20) and there is no additional investment cost other than the fixed cost for the selection.

5. Numerical Experiments and Results

The models (including base, sole strategy selection, and simultaneous selection of strategies) are initially solved with deterministic MOMIP under expected demand. Then, the repeated simulation of the supply chain operations will be applied based on the initial solutions over the planning horizon, each with a given Monte-Carlo sample of demands. Within each simulation, a series of planning problems are solved under the rolling horizon scheme and solutions are updated. The following summarizes the procedure.

Step 0: run the deterministic base MOMIP with given state (based on the forecasted demand) to obtain the sourcing decision \( x_{it} \) for period \( t \) (at \( t = 1 \)).

Step 1: run the discrete event simulation with demand outcomes (realized demand from the Monte-Carlo sampling) for the planning period \( t \), i.e., revise \( Y_t, S_t, O_t \), and \( I_t \). Note that the demand outcomes are recorded for future steps.
Step 2: update and record $I_t$ at the end of planning period $t$ and parameterize $z_i$’s, i.e., set $z_i = z_i^*$. 

Step 3: set $t = t + 1$ and go to step 0 until $t = T$. 

Step 4: set $t = 1$ and initialize $z_i^x = z_i^*$. 

Step 5: separately run the deterministic MOMIP models (including four sole strategies and four simultaneous selection of strategies) with given state (based on the recorded forecasted demand at Step 1) to obtain the sourcing decision $x_i^x$ for period $t$. 

Step 6: separately run the discrete event simulations for all eight models with demand outcomes (recorded at Step 1) for the planning period $t$, i.e., revise $Y_i^x, S_i^x, O_i^x$, and $I_i^x$. 

Step 7: update and record $I_i^x$ at the end of planning period $t$ and parameterize $z_i^x$’s, i.e., fix $z_i^x = z_i^*$. 

Step 8: set $t = t + 1$ and go to step 5 until $t = T$. 

By repeating the above procedure for sufficient number times\(^2\), we measure the performance of each individual mitigation strategy as well as each combined strategy. We run the models with the input parameters used in Kull and Talluri (2008) including information related to suppliers, focal company and customer demand. For investment cost, $IS^{IC}$ and $IS^{IV}$, we employ the estimation approach used in Talluri et al. (2013), where data from the United States Census Bureau and from CAPS Research (a global research center for strategic supply management) are summarized by NAICS code to utilize a range of typical costs with respect to the value of total capacity. Investment costs are calculated by using industrial annual cost estimates. These figures are then scaled to the size of our simulated company. For more details, we refer the reader to Talluri et al. 

---

\(^2\)To determine the number of replications, we employ a simple graphical approach suggested by Robinson (2014), which suggests that as more replications are performed the cumulative mean of output should show minimal variability and there should be no upward or downward trend. Our results show that after 20th replication, the cumulative means are very stable.
By applying Monte-Carlo sampling approach, we generate one hundred sets of normally distributed synthetic demand data. Similar to Toktay and Wein (2001) and Dobos and Richter (2004), we assume stationary demand $D_t$ over planning horizon (52 weeks), i.e., $\theta_1 = \theta_2 = \theta_3 = 52$ with $\mu_D = 2,000,000/52$ and $\sigma_D^2 = 0.2 \cdot \mu_D$. Based on the demand data and simulation model, we initially run the base MOMIP model (reference model).

Table 4 indicates all the parameters used in the analysis with corresponding sources and assumptions.

In order to consider a variety of cost versus reliability trade-offs from the focal company’s standpoint, we run the model over various weight sets (Table 5). The results show that total reliability is increasing with a decreasing rate in total cost, i.e., a concave shaped curve. This result is consistent to the findings in (Yildiz et al., 2015). Figure 3.1 depicts the averaged result of the 100 different demand sets, and Figure 3.2 is the averaged sourcing allocation based on the 100 demand sets.

When we compare the “Cost Only” and “Set 1” solutions in Figure 3.1, we see that a large improvement in reliability is achieved with a relatively low increase in total cost. However, when we look at the other subsequent solutions in the same graph (Set 2, Set 3,…Rel. Only), we see that the gains in reliability decrease as reliability is emphasized more and cost is emphasized less (the slope of the curve is decreasing as the ratio of $\omega_c$ to $\omega_r$ decreases). Figure 3.2 presents the suppliers selected and the amount sourced from them over the planning horizon for three different sets of cost & reliability weight sets for the base model. These sets include Set 1 (in blue), which
emphasizes cost, Set 5 (in black), which is neutral in its emphasis on cost and reliability, and Set 9 (in red), which emphasizes reliability. This graph and similar other graphs (Figures 4.3, 4.4, 4.5, 4.6, 5.3, 5.4, 6.3, 6.4, 7.3, 7.4) are referred as “Supplier selection and allocation” graphs in the rest of the paper. This graph shows that the base model is constrained by single sourcing (only Supplier A is selected over different sets of weights. Nothing is sourced from the other two suppliers), which means that this model reduces risk (increase reliability) only through changing sourcing amount, delivery amount to the customer, and inventory level. The next set of figures shows the effects of individual risk mitigation strategies.

With the parameter set and the synthetic demand data used, upstream risk mitigation strategies (ARS and HFS) do not seem to result in much improvement over the reference results when no mitigation strategy is used (Figure 4.1), while downstream risk mitigation strategies (IC and IV) improve the focal company’s performance in both cost and reliability objectives (Figure 4.2). More specifically, when ARS is utilized, increased sourcing availability from dual sourcing from Suppliers A and B does not significantly increase focal company’s performance, as seen in Figure 4.1, since sourcing amount is constrained by the focal company’s manufacturing capacity. As shown in Figure 4.3, the focal company sources a higher amount (than its manufacturing capacity) from the selected suppliers in the earlier periods (weeks 1 and 2) because its inventory holding capacity can accommodate those extra amounts in these early periods. However, once the inventory holding capacity is fully utilized, the effect of increased sourcing availability disappears. In the case of HFS, we see that Figure 4.5 is almost identical to the order allocation graph of reference model in Figure 3.2. As clearly seen in Figure 4.1, HFS does not significantly change the performance curve.
compared to the reference model, either. The only meaningful difference is shown at Cost Only weight set solution (left extreme point of the curves). This is because, in the reference model, the focal company does not select Supplier A, since it is more expensive than the other two suppliers. However, HFS strategy forces the focal company to select Supplier A, which creates the difference we observe.

In Figure 4.2, we can initially confirm our first conjecture that the best strategy can vary depending on focal company’s focus on cost vs reliability, i.e., cost focused company versus reliability focused company. The IC is a better strategy when the focal company is cost focused. However, IV becomes the better strategy when the focal company is reliability focused. This can be explained by the tight production capacity of the focal company. The increased manufacturing capacity (IC) enables the focal company reduce lost sales and increase demand satisfaction. As shown in Figure 4.4, IC enables the focal company to source more amount from the selected supplier (Supplier A) over the planning periods compared to reference model at Sets 1 and 5 (blue and black curves respectively). This can reduce total cost and at the same time increase reliability, when focal company is not reliability focused. However, this positive effect is attenuated as the company becomes more reliability focused, since the focal company will source more quantity and deliver more quantity under this attitude even in the base (reference) case. As shown in Figure 4.4, the curve for Set 9 (red curve) is almost identical to the curve in Figure 3.2. This behavior in the reference model can be strengthened with IV so that the performance can be increased for a high reliability focused company. As shown in Figure 4.6, the allocations under IV are similar to those under the reference model, as seen in Figure 3.2. However, increased inventory capacity enables the focal company carry more inventory so that the performance curve can be improved, while the overall shape of performance curve is maintained.
In terms of combined vs individual strategies, Figure 5.1 shows that the combined strategy (ARS+IC) results in superior performance compared to the individual strategies (ARS only and IC only). This result can be interpreted as an indicator of the importance of alignment between the individual strategies in a combined strategy in the following way: Since the capacity of the focal company is tight (i.e., expected demand is equal to capacity), the capacity increase (IC) enables the focal company to enjoy the increased sourcing availability achieved from the dual sourcing (ARS). Figure 5.3 shows that the focal company might want to utilize Supplier A (reliable supplier) more than Supplier B (cheaper supplier) as emphasis on reliability increases. Different from the order allocation under ARS only, the focal company still utilizes Supplier A more than Supplier B, i.e. sourcing amount from Supplier A is greater than that from Supplier B, over most periods when using weight Set 5 (black curve) under ARS + IC. In Figure 5.2, the combined strategy does not result in a similar improvement over the sole strategies since there is not an alignment between these strategies: With the increased inventory capacity (IV) and increased sourcing availability (ARS), although the focal company can store more inventory, it cannot increase its delivery of finished products at the same level due to constrained manufacturing capacity, which limits its ability to increase total reliability. As shown in Figure 5.4 We can observe that the allocation under ARS + IV is similar to that of under ARS (Figure 4.3).

Similar results are obtained in Figures 6.1 and 6.2, which show that the combinations of HFS and downstream risk mitigation strategies (IC or IV) do not improve the risk mitigation performance compared to the better performance achieved among the sole strategies. In other words, the
combination of HFS and IC does not significantly outperform IC only strategy (the better strategy among HFS only and IC only). The increased focal company capacity (IC) increases the total reliability by increasing delivery amount to the customer and avoiding shortage costs. To achieve this effect, the focal company should source some redundant amount from the selected supplier. However, as we noticed in the supplier selection and allocation graph in Figure 3, Supplier A is already selected in the reference model. Thus, HFS might not improve the performance of IC only. As we can expect, the allocation graph for HFS + IC shown in Figure 6.3 is the same as the allocation graph of IC shown in Figure 4.4. IV mitigates risk by increasing inventory capacity level. Thus, this strategy leads the focal company to source some redundant amount from the supplier. However, because of the same reason (Supplier A is selected in the reference model) HFS does not significantly increase the efficiency of the use of IV only and the allocation in Figure 6.4 is the same as that in Figure 4.6.

As shown in all the order allocation graphs, we can observe that capacity tightness (i.e., weekly capacity being equal to expected weekly demand) plays a critical role. The capacity tightness increases focal company’s manufacturing capacity utilization, which in turn highly increases supplier’s capacity utilization even when Set 1 is used, which emphasizes cost over reliability. Because of that, we also test our models with a lower demand, i.e., \( \mu_D = 1,500,000 / 52 = 75\% \) of focal company’s manufacturing capacity while maintaining the other parameter values.

As we can expect, the positive effect of IC disappears (see Figure 7.1) in this scenario. As shown in Figures 7.2 and 7.3, the increased manufacturing capacity will not be used if the emphasis on reliability is not very high so that selected suppliers’ (Supplier A at Set 5 and Supplier B at Set 1) capacity will not be fully utilized. Thus, very similar performance and sourcing behavior are
observed at Sets 1 and 5. On the other hand, when the emphasis on reliability becomes very high, the focal company tries to increase total reliability by sending more units to its customer, which increases the utilization of selected supplier’s (Supplier A) capacity. This behavior extends to right tail of the performance curve, but does not improve focal company’s performance as shown in Figure 7.1. However, as we observed in the results under the initial parameter set, IV maintains similar sourcing behavior, i.e., Figure 7.4 is similar to Figure 7.2, but it improves focal company’s performance under lower demand. Note that ARS, HFS, ARS+IC and HFS+IC do not significantly result in a performance improvement over the reference model and ARS+IV and HFS+IV do not significantly improve the performance curve of IV only.

We also conduct a sensitivity analysis on some key supplier parameters (unit price and reliability), as shown in Table 6. In the original parameter set, Supplier A excels in flexibility and reliability, but its unit price is slightly more expensive than the other suppliers. Moreover, there is no price difference between Supplier B and C.

As shown in Figures 8.1 - 8.6, overall effectiveness of each mitigation strategy is maintained (compared to the results under original parameter set with higher demand). Upstream strategies including ARS and HFS do not significantly improve focal company’s performance, while downstream strategies provide significant improvement. IC (IV) will be preferred when the emphasis on cost (reliability) is higher than reliability (cost). Moreover, the combination of ARS and IC outperforms other strategies.

Interestingly, we notice that HFS makes a large deviation from the reference model (Figures 8.1, 8.5 and 8.6). As shown in Table 6, Supplier A (most flexible supplier) is very expensive than
the other two suppliers. Thus, HFS is not an attractive strategy when emphasis on reliability is not high enough. Moreover, Supplier A is selected in reference model when the weight for reliability is high, which implies that the performance curve of reference model and HFS converges as weight for reliability increases.

6. Conclusions and Extensions

In this study, using multi-objective optimization and analysis, we show that different risk mitigation strategies suit better to firms with different preferences on cost and reliability trade-off, i.e. focus on cost versus reliability. Moreover, we simultaneously address the issue of supplier selection with risk mitigation strategy selection. We argue that *risk mitigation should be considered at the supplier selection phase with the combination of upstream and downstream risk mitigation strategies rather than separately applying a sole strategy*. The results show that the simultaneous consideration of upstream and downstream risk mitigation strategies has the potential for better performance than using each strategy solely. However, the combined strategies do not guarantee that they outperform sole strategies, which means that the alignment between the strategies in a combination is critical for better performance.

Moreover, demand - capacity relationship influences the effectiveness of risk mitigation strategies. More specifically, if capacity is not tight, i.e., the focal company’s manufacturing capacity and selected suppliers’ capacity are high enough (compared to demand), most sole strategies do not significantly improve the focal company’s performance. In our analysis, IV is the only strategy that can significantly improve focal company’s performance, which implies that inventories can effectively manage risks rather than increasing sourcing availability (ARS), increasing sourcing flexibility (HFS), and/or increasing manufacturing capacity (IC). Thus, we can expect that none of the combinations of these individual strategies would significantly outperform IV in this case.
Our analysis shows that focal company’s sourcing patterns under reference model are maintained even after IV is applied, which are observed not only in the original scenario but also in both the lower demand scenario and modified supplier parameter scenario. Thus, IV can be a base strategy, since it always improves focal company’s performance, even though it might not be the best strategy. Moreover, IC is preferred when the emphasis on cost is relatively high, while IV is preferred when the emphasis on reliability is relatively high (given that capacity is tight). Note that the effectiveness of IC disappears when focal company’s manufacturing capacity is high enough, since focal company will not fully utilize its manufacturing capacity when the emphasis on cost is relatively high and in turn, increasing sourcing availability achieved by ARS will not be an effective strategy. Thus, none of the combinations considered in this paper significantly improve focal company’s performance compared to the performance under IV only when capacity is not tight. Therefore, we can conclude that risk mitigation strategies become more effective when risk level is high, i.e., focal company’s capacity is tight. This is similar to an appropriate treatment becoming effective on patients who show a certain symptom. Just like the possibility of simultaneous treatment options being more effective on patients, the potential for the well aligned combined strategies also can be utilized for risk mitigation in supplier selection. As we discussed in Section 5, upstream strategies alone are not very attractive options. The preference on downstream strategies depends on the company’s attitude (cost focused versus reliability focused), i.e., IC is preferred by cost focused, while IV is preferred by reliability focused at high risk level. Similar to the inexistence of a panacea, there is no one-size fit all risk mitigation strategy either. However, well aligned combinations might create synergy so that outperform sole strategies. Thus, we can conjecture that downstream strategies could be foundations (mainstream treatment) and upstream strategies could
be editions (adjuvant treatment), i.e., ARS+IC becomes the best combined strategy at tight capacity with stable demand.

There are some limitations of our study. First, we consider only four different risk mitigation strategies including two upstream and two downstream strategies because of space limits. However, there are other risk mitigation strategies developed in literature. Therefore, an extension of this study could investigate more effective combined strategies by considering combinations of other mitigation strategies. More specifically, our model addressed demand uncertainty as the only downstream risk. However, by including multiple customers (rather than a single customer), the model can abstract a more realistic environment that can incorporate customer’s reliability, which enables us to test other downstream strategies such as having more customer accounts as suggested by Chopra and Sodhi (2007).

Second, we only consider the combinations composed of one upstream and one downstream mitigation strategy for simplicity. However, more than one upstream and downstream strategies can also be combined (such as ARS+IC+IV) as many companies employ in practice. Lastly, even though we consider a stationary demand set over 52-week time horizon, applying the model with various demand patterns such as seasonal demand and inverted U-shape demand (product life cycle) will provide the decision makers with more sophisticated analysis that fit various situations.
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<table>
<thead>
<tr>
<th>Authors</th>
<th>Methods</th>
<th>Application Areas</th>
<th>Risk Factors Considered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Talluri and Narasimhan (2003)</td>
<td>Max-min linear programming</td>
<td>Pharmaceutical</td>
<td>Poor quality; Late delivery</td>
</tr>
<tr>
<td>Kumar et al. (2006)</td>
<td>Fuzzy set theory; Multi-objective mathematical programming</td>
<td>Automotive</td>
<td>Uncertain capacity</td>
</tr>
<tr>
<td>Talluri et al. (2006)</td>
<td>Chance-constrained data envelopment analysis; Non-linear programming</td>
<td>Pharmaceutical</td>
<td>Poor quality; Late delivery</td>
</tr>
<tr>
<td>Chan and Kumar (2007)</td>
<td>Fuzzy set theory; Analytic hierarchy process</td>
<td>Hypothetical case</td>
<td>Dispersed geographical location</td>
</tr>
<tr>
<td>Kull and Talluri (2008)</td>
<td>Analytic hierarchy process; Goal programming</td>
<td>Automotive</td>
<td>Supplier failure</td>
</tr>
<tr>
<td>Lockamy III and McCormack (2010)</td>
<td>Bayesian networks</td>
<td>Automotive</td>
<td>Supplier’s financial stress</td>
</tr>
<tr>
<td>Ravindran et al. (2010)</td>
<td>Multi-objective mixed integer linear programming</td>
<td>Information technology</td>
<td>Supplier failure</td>
</tr>
<tr>
<td>Wu and Olson (2010)</td>
<td>Data envelopment analysis; Value-at-risk</td>
<td>Hypothetical case</td>
<td>Supply disruption</td>
</tr>
<tr>
<td>Wu et al. (2010)</td>
<td>Fuzzy set theory; Multi-objective mathematical programming</td>
<td>Hypothetical case</td>
<td>Poor supplier service</td>
</tr>
<tr>
<td>Meena et al. (2011)</td>
<td>Linear programming</td>
<td>Hypothetical case</td>
<td>Supply disruption</td>
</tr>
<tr>
<td>Chaudhuri et al. (2013)</td>
<td>Fuzzy set theory; Failure mode and effect analysis; Ordered weighted averaging</td>
<td>Aerospace</td>
<td>Lack of supplier involvement</td>
</tr>
<tr>
<td>Chen and Wu (2013)</td>
<td>Analytic hierarchy process; A modified failure mode and effect analysis</td>
<td>Electronics</td>
<td>Poor supplier service</td>
</tr>
<tr>
<td>Ruiz-Torres et al. (2013)</td>
<td>Decision tree approach; Mathematical programming</td>
<td>Hypothetical case</td>
<td>Supplier failure</td>
</tr>
<tr>
<td>Viswanadham and Samvedi (2013)</td>
<td>Fuzzy set theory; Analytic hierarchy process; Technique for order preference by similarity to the ideal solution (TOPSIS)</td>
<td>Hypothetical case</td>
<td>Uncertain capacity</td>
</tr>
<tr>
<td>Sawik (2014)</td>
<td>Stochastic mixed integer programming</td>
<td>Hypothetical case</td>
<td>Supply disruption</td>
</tr>
<tr>
<td>Moghaddam (2015)</td>
<td>Monte Carlo simulation; Goal programming</td>
<td>Hypothetical case</td>
<td>Supplier’s economic risk</td>
</tr>
<tr>
<td>Fang et al. (2016)</td>
<td>Multi-objective integer linear programming; TOPSIS; Grey relational analysis; Max-min fuzzy</td>
<td>Hypothetical case</td>
<td>Poor quality; Late delivery; Supply disruption</td>
</tr>
<tr>
<td>Rao et al. (2017)</td>
<td>Multi-attribute auction; Grey correlation degree</td>
<td>Utility</td>
<td>Supplier’s technology risk; Supplier’s information risk; Supplier’s management risk; Supplier’s economic risk; Supplier’s environmental risk; Supplier’s societal risk; Supplier’s ethical risk</td>
</tr>
</tbody>
</table>

Table 1  Supplier selection approaches with risk consideration
### Table 2  Risk Mitigation Strategies (Chopra and Sodhi, 2004; Tomlin, 2006; Talluri et al., 2013)

<table>
<thead>
<tr>
<th>Mitigation Strategy</th>
<th>Approach/Classification</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARS</td>
<td>Upstream risk mitigation/Redundancy</td>
<td>Increase the number of suppliers, i.e., modify existing supply base from single to dual/multiple sourcing</td>
</tr>
<tr>
<td>HFS</td>
<td>Upstream risk mitigation/Flexibility</td>
<td>Replace existing supplier(s) with new supplier(s) that offer more volume flexibility</td>
</tr>
<tr>
<td>IC</td>
<td>Downstream risk mitigation/Redundancy</td>
<td>Increase internal production/manufacturing capacity by 20% of existing capacity</td>
</tr>
<tr>
<td>IV</td>
<td>Downstream risk mitigation/Redundancy</td>
<td>Increase inventory carrying capacity by 20% of existing inventory carrying capacity</td>
</tr>
</tbody>
</table>

### Table 3  Modifications for sole strategy selection

<table>
<thead>
<tr>
<th>Mitigation Strategy</th>
<th>Decision Variables (Original → Modified)</th>
<th>Parameters (Original → Modified)</th>
<th>Modified and/or Additional Constraints (Original → Modified)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARS</td>
<td>$x_u \rightarrow x_u^{ARS}$  $Y_i \rightarrow Y_i^{ARS}$  $I_i \rightarrow I_i^{ARS}$</td>
<td>$S_i \rightarrow S_i^{ARS}$  $O_i \rightarrow O_i^{ARS}$</td>
<td>$RK \rightarrow RK^{ARS}$  $CS \rightarrow CS^{ARS}$  $\sum \alpha z_i = N \rightarrow \sum \alpha z_i^{ARS} = N^{ARS}$, where $N^{ARS} &gt; N$  Additional constraint: $z_i^{ARS} \geq z_i^*$</td>
</tr>
<tr>
<td>HFS</td>
<td>$x_u \rightarrow x_u^{HFS}$  $Y_i \rightarrow Y_i^{HFS}$  $I_i \rightarrow I_i^{HFS}$</td>
<td>$S_i \rightarrow S_i^{HFS}$  $O_i \rightarrow O_i^{HFS}$</td>
<td>$RK \rightarrow RK^{HFS}$  $CS \rightarrow CS^{HFS}$  Additional constraint: $\sum \alpha z_i^{HFS} &gt; \sum \alpha z_i^*$</td>
</tr>
<tr>
<td>IC</td>
<td>$x_u \rightarrow x_u^{IC}$  $Y_i \rightarrow Y_i^{IC}$  $I_i \rightarrow I_i^{IC}$</td>
<td>$S_i \rightarrow S_i^{IC}$  $O_i \rightarrow O_i^{IC}$</td>
<td>$RK \rightarrow RK^{IC}$  $CS \rightarrow CS^{IC}$  Additional constraint: $z_i^{IC} = z_i^*$</td>
</tr>
<tr>
<td>IV</td>
<td>$x_u \rightarrow x_u^{IV}$  $Y_i \rightarrow Y_i^{IV}$  $I_i \rightarrow I_i^{IV}$</td>
<td>$S_i \rightarrow S_i^{IV}$  $O_i \rightarrow O_i^{IV}$</td>
<td>$RK \rightarrow RK^{IV}$  $CS \rightarrow CS^{IV}$  Additional constraint: $z_i^{IV} = z_i^*$</td>
</tr>
</tbody>
</table>

**Modified Cost Objective Function**

$$\min \sum (f_i z_i^* + \sum c_i x_i^*) + \sum [h I_i^* + l (Y_i^* + O_i^*) + p S_i^*] + IS^*, \text{ where } IS^* \text{ is investment cost (fixed cost) for strategy } \kappa \in \{IC, IV\}. \text{ } BC^\kappa \text{ and } BR^\kappa \text{ are corresponding best possible cost and reliability when the problem of strategy } \kappa \text{ is solved in isolation based on cost and reliability objective functions, respectively.}$$
<table>
<thead>
<tr>
<th>Supplier Parameters</th>
<th>Supplier Parameters</th>
<th>Supplier Parameters</th>
<th>Supplier Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td>Supplier A</td>
<td>Supplier B</td>
<td>Supplier C</td>
</tr>
<tr>
<td>---------------------</td>
<td>--------------------</td>
<td>--------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>Weekly Capacity ($CA_i$)</td>
<td>2,000,000 / 52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum Order Quantity ($MI_i$)</td>
<td>40,000 / 52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed Cost ($f_i$)</td>
<td></td>
<td>$2,000</td>
<td></td>
</tr>
<tr>
<td>Unit Price ($c_i$)</td>
<td>$0.3925$</td>
<td>$0.3850$</td>
<td>$0.3850$</td>
</tr>
<tr>
<td>Flexibility ($\alpha_i$)</td>
<td>0.63</td>
<td>0.11</td>
<td>0.26</td>
</tr>
<tr>
<td>Reliability ($r_i$)</td>
<td>0.36</td>
<td>0.33</td>
<td>0.31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Focal Company Parameters</th>
<th>Parameters</th>
<th>ARS</th>
<th>HFS</th>
<th>IC</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investment Cost$^b$ ($C$)</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Penalty Cost$^c$ ($p$)</td>
<td>$p = \bar{c} \times 1.5 \times 1.5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Inventory Holding Cost$^d$ ($h$)</td>
<td>$h = \bar{c} \times 0.2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Delivery Cost$^e$ ($l$)</td>
<td>$l = \bar{c} \times 1.5 \times 0.18$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inventory Carrying Capacity$^f$</td>
<td>$IU = 2,000,000 / 52$</td>
<td>$IL = IU \times 0.2$</td>
<td>$CA_f^K = CA_f \times 120%$</td>
<td>$CA_f = 2,000,000 / 52$</td>
<td></td>
</tr>
<tr>
<td>Weekly Capacity</td>
<td>$CA_f = 2,000,000 / 52$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. We assume that focal company’s reliability is equal to the average reliability of suppliers, i.e., $r_f = \bar{r}$.
b. Talluri et al. (2013)
c. We assume that material cost is 60-65% of the cost of finished goods; Penalty cost is 150% of unit revenue (unit revenue = 150% × Unit cost).
d. Inventory holding cost is calculated based on the value of raw material.
f. We assume that initial maximum capacity is weekly production quantity and minimum capacity is one-day production quantity under assumption that operating days per week is five days.

Table 4  Input Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
<th>Set 4</th>
<th>Set 5</th>
<th>Set 6</th>
<th>Set 7</th>
<th>Set 8</th>
<th>Set 9</th>
<th>Rel. Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{J}$</td>
<td>1.0</td>
<td>0.9</td>
<td>0.8</td>
<td>0.7</td>
<td>0.6</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>$\omega_{K}$</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 5  Weight sets

Table 6  Modified supplier parameters

<table>
<thead>
<tr>
<th>Modified Supplier Parameters (Original $\rightarrow$ Modified)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit Price ($c_i$) $\rightarrow$ $0.3925 \rightarrow 0.45$</td>
</tr>
<tr>
<td>Reliability ($r_i$) $\rightarrow$ $0.36 \rightarrow 0.40$</td>
</tr>
</tbody>
</table>

45