Compressed Sensing effects on quantitative analysis of undersampled human brain sodium MRI
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Purpose
The clinical application of sodium MRI is hampered due to relatively low image quality and associated long acquisition times. Compressed Sensing (CS) aims at a reduction of measurement time, but has been found to encompass quantitative estimation bias when used in low SNR x-Nuclei imaging. This work analyses CS in quantitative human brain sodium MRI from undersampled acquisitions and provides recommendations for tissue sodium concentration (TSC) estimation.

Methods
CS reconstructions from 3D radial acquisitions of five healthy volunteers were investigated over varying undersampling factors (USFs) and CS penalty weights on different sparsity domains, Wavelet, Discrete Cosine Transform (DCT) and Identity. Resulting images were compared with highly-sampled and undersampled NUFFT-based images and evaluated for image quality (i.e. structural similarity), image intensity bias and its effect on TSC estimates in gray and white matter.

Results
Wavelet-based CS reconstructions show highest image quality with stable TSC estimates for most USFs. Up to an USF of 4, images showed good structural detail. DCT and Identity-based CS enable good image quality, however show a bias in TSC with a reduction in estimates across USFs.

Conclusion
The image intensity bias is lowest in Wavelet-based reconstructions and enables an up to four-fold acquisition speed up while maintaining good structural detail. The associated acquisition time reduction can facilitate a translation of sodium MRI into clinical routine.
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1 | INTRODUCTION

The investigation of MR-observable nuclei in vivo provides powerful means for the diagnosis and study of pathologies. Sodium ($^{23}$Na), the nucleus studied in this work, provides the second strongest MR signal in biological tissue and is of great significance in physiology. Healthy cells maintain a well-balanced ion concentration gradient between intra- and extra-cellular space. Pathologies like ischemia, cancer or other tissue damage disrupt this ion-homeostasis leading to raised tissue sodium [1]. Sodium MRI promises insight into these pathological processes and offers potential as a quantitative clinical biomarker with tissue sodium concentration (TSC) being the most frequently studied parameter. Its potential for clinical applications ranges from diagnostic capabilities, extending 'standard' MRI to the detection of pathologies without apparent structural abnormalities, to therapy, including treatment monitoring and drug development [2].

Sodium MRI is primarily limited by two factors: 1) low NMR sensitivity and in vivo concentration and 2) fast bi-exponential transverse signal decay. The former leads to poor SNR in sodium images, the latter requires dedicated, usually non-Cartesian acquisition schemes. Consequently, sodium MRI suffers from long acquisition times and relatively poor image SNR and resolution. So far these challenges have been primarily addressed through acquisition strategy improvements with regards to sampling efficiency and homogeneity [3,4,5,6,7] as well as sequence timing optimization [8]. This work investigates acquisition efficiency improvement by exploiting sparse sampling reconstruction principles.

Compressed Sensing (CS) is a technique for iterative reconstruction from highly undersampled data based on sparsity and incoherence, i.e. noise-like, undersampling artifacts [9,10,11,12]. The nonlinear nature of CS reconstructions has been shown to achieve high image quality with significant noise suppression [11,13]. This denoising property together with the data acquisition reduction from undersampling make CS an enticing method for sodium MRI.

The potential of CS has been widely studied in $^1$H-based MRI, but so far only a few studies explored its applicability in x-Nuclei imaging, e.g. helium-3 [14], fluorine-19 [15,16], carbon-13 [17] and sodium-23 [18,19,20,21,22]. Previous studies of iterative reconstruction in sodium MRI investigated human knee [18], breast [22] and brain imaging [19,20,21] with a focus on image quality and structural detail. The utilized CS reconstruction focused on image sparsity [18], $^1$H-based anatomical constraints [19,20,22] and sparsity in learned dictionaries [21]. While promising potential for SNR improvements [19,20,21] and acquisition time reduction [18] were shown, inadequate regularization constraints and high undersampling (USF ≥ 3) were found to introduce an image intensity error and biased TSC estimation, respectively [18,20].

With an emphasis on image intensity reliability, a fundamental requirement for bias-free estimation of quantitative parameters in sodium MRI, this work focuses on TV-regularized sparsity CS methods from 3D radial acquisitions in the human brain. Utilizing all common sparsity domains (image domain, discrete cosine and Wavelet transform) over a wide range of undersampling factors we investigate the achievable image quality and perform a correlation analysis of CS reconstructions with highly-sampled acquisitions to evaluate its effect on quantitative parameter estimation.

2 | METHODS

2.1 | MR measurements

Brain imaging of five healthy volunteers (three female, two male, mean age 33.2yrs, range 27-41) was performed on a research 7T MRI scanner (Siemens Healthcare, Erlangen, Germany) with a transmit/receive dual-tuned $^1$H-$^{23}$Na head...
Sodium images were acquired with a custom-built 3D radial sequence based on Saff and Kuijlaars’ method [23] for a homogeneous projection placement. Sodium-density weighted images were acquired with the following parameters: 90° flip angle, repetition time (TR) of 160 ms and echo time (TE), defined as the time interval between the center of the pulse and sampling onset, was set to 0.4 ms. Measurements were taken with N = 10,000 projections and a readout duration (TRO) of 2 ms per projection with a nominal isotropic resolution of 3.1 mm over a field of view (FOV) of 20 cm. The total acquisition time (TA) was 26 min 20 sec. For brain region investigations, an additional ¹H-based FLASH image was acquired with TR = 11 ms, TE = 3.06 ms, 14° flip angle, 1 mm isotropic resolution and a total acquisition time of 6 min 12 sec. Brain tissue segmentation was based on a ¹H-MP2RAGE T₁-weighted image acquired at inversion times (TI) 700 and 2,700 ms; with 5° and 6° flip angle; TR = 4,900 ms; TE = 2.94 ms; GRAPPA factor 4; 0.9 mm isotropic resolution; and acquisition time 6 min. ¹H-MP2RAGE were imaged using a 32-channel head coil (Nova Medical Inc., Wilmington MA, USA) in a separate imaging session.

B₀-field shimming was performed with a ¹H-based vendor-provided 3D shimming routine. Shim optimization was repeated 10 times prior to image acquisition.

### 2.2 Image Reconstruction

CS-based reconstructions generally consist of two components: data consistency (¹) in Eq 1 and additional regularization terms (²) in Eq 1 which commonly exploit transform sparsity or other a priori information [19, 20, 22].

The applied optimization problem underlying this work focuses on the conventional CS elements [11] and can be formulated as:

\[ \hat{x} = \arg\min_x \left( \|F_u(x) - y\|_2^2 + \lambda_1 \|\Psi x\|_1 + \lambda_2 TV(x) \right) \tag{1} \]

where \( \| \cdot \|_2 \) and \( \| \cdot \|_1 \) denote the \( l_2 \) and \( l_1 \)-norm, respectively, \( F_u \) is the undersampled NUFFT-operator, \( x \) is the reconstructed image, \( y \) the undersampled raw data, \( \Psi \) the applied sparsity transform and \( \lambda_1 \) and \( \lambda_2 \) the weights on the transform sparsity and total variation (TV), respectively. For an analysis of regularization terms on overall reconstruction results, \( \lambda_1 \) and \( \lambda_2 \) have been tested over a range of weightings: \( \lambda_1 \) (sparsity domain) = [0, 1.0] step size 0.1; \( \lambda_2 \) (TV) = [0, 0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05, 0.1, 0.5].

Image reconstruction was performed offline in MATLAB (Mathworks, Natick, MA, USA) with a Nonuniform Fast Fourier Transform (NUFFT) [24] provided in the Michigan Image Reconstruction Toolbox (MIRT). Images were reconstructed onto an isotropic resolution of 3.1 mm. Prior to reconstruction, projection raw data was compensated for density inhomogeneities as described by Nielles-Vallespin et al. [25]. Furthermore, a Hann filter was applied to reduce Gibbs’ ringing artifacts. To compensate the lower number of projections in undersampled reconstructions, \( N_u \), an additional weighting factor (\( \sqrt{N} / N_u \)) was applied to the raw data to account for the degree of undersampling. It should be noted that the data consistency term in Equation 1 encompasses all raw data weighting. The described optimization problem was solved with a MATLAB-based nonlinear conjugate gradient method [11] over 50 iterations.

For the investigation and evaluation of undersampling effects on image quality and estimation random projections were omitted from the acquired raw data and the undersampled raw data was reconstructed with 1) standard NUFFT.
and 2) iterative CS reconstruction with all possible combinations of described regularization weights and sparsity domains. Undersampling factors (USFs) ranged from 2 (50% original data) to 10 (10% of original data) with increments of 1.

2.3 | Image Analysis

Brain regions were extracted from $^1$H-based acquisitions and linearly co-registered to the sodium images. Specifically, the FLASH image was used for a brain mask extraction and MP2RAGE served for the segmentation of specific brain compartments, namely cerebrospinal fluid (CSF), gray matter (GM) and white matter (WM). All described image processing steps were performed in FSL using FLIRT, BET and FAST, respectively [26]. The downsampling of the high resolution tissue masks to the lower sodium image resolution was performed with a tri-linear interpolation. The resulting partial volume maps were thresholded at 0.8 to reduce partial volume contamination in the tissue sodium concentration (TSC) estimation.

Reconstruction performance for all undersampled sodium reconstructions was assessed using structural similarity (sSim) scores with $I_{\text{ref}}$. sSim measures were only calculated over the brain region to avoid the influence of background noise. Best performing (i.e. highest sSim score) CS-based and standard NUFFT-based image reconstructions of undersampled data ($I_u$) were compared to the original, highly sampled (10,000 projections) reference image ($I_{\text{ref}}$) for an evaluation of image intensity accuracy via a pixel-wise correlation. The correlation analysis was performed in MATLAB on normalized $I_{\text{ref}}$ and $I_u$, i.e. each image was individually scaled by its maximum intensity to ensure a comparable dynamic range up to 1.

Mean TSC values were calculated for GM and WM in all undersampled reconstructions, i.e. NUFFT and CS-based reconstructions with highest sSim score and compared with TSC estimates from $I_{\text{ref}}$. TSC was calculated as a linear calibration between the mean background signal (0 mmol/l) and the mean CSF signal (145 mmol/l [27]) in one subject where the CSF ROI could be placed such that partial volume contamination was avoided. The CSF ROI spanned 2x2 voxels in the transverse plane and was manually positioned in the right lateral ventricle. The mean CSF signal was scaled by a factor of $1/(1 - \exp(-\text{TR}/\text{T1}))$ with T1 = 50 ms to compensate T1-weighting [28]. As outlined above, quantification of TSC was performed on GM and WM masks with a minimal partial volume contribution of 0.8 as obtained from the linear co-registration of MP2RAGE tissue segmentation masks.

3 | RESULTS

Wavelet-based CS reconstructions achieve high sSim scores over a range of investigated regularization weights (Figure 1). The sSim analysis suggests that the optimal regularization weights are independent of the USF for all investigated sparsifying transforms. It is to be expected that iterative CS reconstructions improve image quality compared to standard NUFFT reconstructions, however, an appropriate weighting of regularization weights is essential, particularly for identity-based CS reconstructions (c.f. red surrounded area in Figure 1). Achievable image quality, i.e. sSim, decreases with higher USF. However, from visual inspection structural features were found to be well preserved up to an USF of 4 (Supporting Figure S.1). Henceforth, any $I_u$ describes the reconstruction result that achieved the highest sSim score for a respective sparsity domain and USF.

The intensity correlation analysis between $I_{\text{ref}}$ and $I_u$ reveals an increasing deviation, i.e. wider point cloud spread, with higher USF (Figure 2; Supporting Figure S.2 provides a detailed overview in a single subject). Linear model fits produce slopes that decrease with increasing USF, particularly for NUFFT and Identity-based CS reconstructions.
suggestive of a reduction in the overall dynamic range, that is an increase in mean noise and decrease in high image intensities. Wavelet-based reconstructions produce linear fits, that are overall closest to the ideal $I_{ref}=I_u$ line (black dashed line in Figure 2) and show residuals randomly distributed around zero. Particularly, DCT and Identity-based CS reconstructions show a slight bias in their residuals suggesting a non-linear point cloud distribution. Furthermore, the linear fits for Wavelet-based reconstructions achieve highest $r^2$ values for all USFs Table 1.

Observing the mean signal within image intensity intervals further highlights the nonlinear bias in intensity reconstructions (Figure 3). Here the normalized $I_{ref}$ was divided into 200 voxel groups that were categorized according to their image intensity, each voxel group spanning an intensity region of the same width (i.e. $1/200=0.005$). A correlation of the mean signal in $I_{ref}$ and $I_u$ in each voxel group shows that the mean noise increase and high signal suppression builds up with higher USF. A focus on the lower intensity region (red solid box in Figure 3) provides evidence of the better noise suppression in iterative CS reconstructions. Wavelet-based reconstructions lead to the smallest drop in high signal intensities (blue dashed box in Figure 4).

The effects on the intensity range yield consequences for TSC estimates in gray and white matter (Figure 4). For DCT and Identity-based CS reconstructions TSC estimates generally fall below TSC estimates from $I_{ref}$. A decrease in TSC estimates is also observed in undersampled NUFFT reconstructions. For moderate undersampling, i.e. USF < 4, the TSC underestimation is smaller than in DCT and Identity-based CS results. Wavelet-based CS reconstructions achieve TSC estimates that are comparable with $I_{ref}$ TSC estimates for most USFs.

4 | DISCUSSION

The quantitative capability of sodium MRI is one of its strengths. Clinical studies of sodium MRI commonly focus on the evaluation of tissue sodium concentration (TSC), a marker well known to be linked to tissue viability [1] and with promising scan-rescan robustness [29]. The quantification of sodium content is based on signal intensities from known sodium concentrations in sodium-density weighted acquisitions. Hence, for a reliable estimation of TSC, accurate signal intensities are essential. The question of image intensity reconstruction performance in sodium MRI CS has not previously been studied in detail. A reduction in TSC estimates from undersampled CS reconstructions have, however, been reported [18]. Underestimation effects were also described in quantitative assessment of CS reconstructions in $^{19}$F MRI [15]. Since the mean background noise signal is commonly used as a 0 mmol/l marker, the denoising effect of TV-regularized CS can lead to a problematic bias for quantitative assessments. The $l_1$-norm for sparsity terms may have signal magnitude shrinking effects [11]. Correspondingly, a decrease of high image intensities has been observed in this study. Together these effects have been shown to lead to a potential underestimation of TSC values, particularly for suboptimal sparsity transforms (DCT and Identity).

Noise plays a significant role in the robustness of TSC estimation. The reduction in SNR from undersampling also affects estimation results in standard NUFFT reconstructions with stronger underestimation at higher USFs. Noise in the image domain can be successfully mitigated through CS reconstruction. For higher USFs, the bias in TSC estimation is therefore smaller in CS reconstructions compared with NUFFT images. For lower USFs (USF ≤ 3), however, NUFFT show a slightly lower bias than DCT and Identity-based CS reconstructions. The denoising effect is a well known benefit of CS in x-Nuclei MRI [18, 15, 19, 20, 21, 16] and originates from the nature of TV-regularized non-linear reconstruction. Unlike standard NUFFT-based magnitude noise profiles which follow a well-known Rayleigh distribution, the statistical characteristics of noise from iterative reconstruction are still not fully understood. The effects on statistical and spatial noise distribution may however bias the estimation of other parameters such as $T_2$ [30, 31, 32].
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The bias in intensity reconstruction is predominantly found at low and high intensities (Figure 3). This suggests that the use of a range of sodium concentration phantoms across the whole spectrum of brain sodium concentrations (20 - 150 mmol/l [27]) can mitigate the bias in quantitative estimates from CS reconstructed images; the use of background signal as a 0 mmol/l reference should be avoided for an unbiased estimation. The aspect of feature size in signal intensity bias of CS reconstructions has not been studied in this work, however, an increased bias for small features has been reported for $^{19}$F MRI [15].

The Wavelet transform is well known to be a robust method for the compression of natural images [33] and, hence, not surprisingly showed the best performance in this study. The optimal reconstruction penalties and respective weightings depend on the SNR of the acquired raw data and the complexity of the imaged object [13]. Recent work on the application of standard CS in sodium MRI of the human knee showed sufficient sparsity in the image domain [18]. For sodium MRI of the human brain, as studied in this work, the identity transform was found to be an insufficient sparsity domain. This finding highlights the need for dedicated studies of CS in specific MRI applications as CS reconstruction is strongly problem-dependent and not necessarily generalizable. It should be noted that the investigated quality parameter in this study (sSim) assumes the reference image to be the perfect ground truth. For in vivo studies such information is not readily available and, hence, a highly sampled standard NUFFT reconstruction was used instead. Reconstruction quality parameters were only evaluated within the individual brain mask to mitigate the influence of noise in reconstruction quality assessment.

This work has addressed the foundational components of CS algorithms, transform sparsity and TV regularization. It should be noted that there exists a variety of CS methods such as low-rank reconstructions [34] and dictionary learning approaches [35]. These CS methods achieve image enhancement characterized by a suppression of noise while also maintaining structural details. Although these modern CS algorithms achieve reconstruction results that are visually indifferentiable from Nyquist sampled acquisitions, highest reconstruction errors are commonly found around high image intensities [34][35]. These characteristics suggest that the bias in intensity extremes from iterative reconstruction of undersampled data, as analysed in the current work, persists regardless of the CS algorithm employed.

Previous studies on iterative reconstructions in sodium MRI of the human brain investigated the incorporation of $^1$H-based anatomical information [19][20] and dictionary-based approaches [21]. These studies demonstrated that the inclusion of sparsity in learned dictionaries or anatomical constraints improve SNR and maintain good structural detail. Iterative reconstruction is not limited in the number of penalty terms, and anatomical information as well as dictionaries could easily be added to the CS cost function that was investigated in this work.

The number of radial projections is a strongly varying parameter across studies. Since radial raw data can be reconstructed onto any desired FOV, the number of projections is often chosen as a trade-off between total acquisition time and image quality. The results from this study should therefore rather be interpreted as a total number of spokes (USF 4 = 2,500 spokes) and support the conclusion that CS reconstructions with optimized parameters can resemble images with 4-times more densely sampled raw data.

5 | CONCLUSION

Driven by an interest in acquisition time reduction, this work investigated the effect of TV-regularized sparsity CS reconstructions on image intensities in sodium MRI of the human brain. The image intensity bias from undersampling was best controlled in Wavelet-based CS, resulting in stable TSC estimates. This well-known sparsity transform was shown to enable undersampling of up to a factor of 4 with high image quality and structural detail while maintaining good signal intensity reconstruction and estimation performance.
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### Tables

**Coefficient of determination, $r^2$**

<table>
<thead>
<tr>
<th></th>
<th>USF=2</th>
<th>USF=3</th>
<th>USF=4</th>
<th>USF=5</th>
<th>USF=6</th>
<th>USF=7</th>
<th>USF=8</th>
<th>USF=9</th>
<th>USF=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>NUFFT</td>
<td>0.956</td>
<td>0.916</td>
<td>0.88</td>
<td>0.843</td>
<td>0.807</td>
<td>0.776</td>
<td>0.745</td>
<td>0.712</td>
<td>0.682</td>
</tr>
<tr>
<td>Wavelet</td>
<td>0.967</td>
<td>0.947</td>
<td>0.932</td>
<td>0.916</td>
<td>0.902</td>
<td>0.894</td>
<td>0.889</td>
<td>0.885</td>
<td>0.879</td>
</tr>
<tr>
<td>DCT</td>
<td>0.956</td>
<td>0.939</td>
<td>0.917</td>
<td>0.908</td>
<td>0.886</td>
<td>0.893</td>
<td>0.886</td>
<td>0.875</td>
<td>0.871</td>
</tr>
<tr>
<td>Identity</td>
<td>0.956</td>
<td>0.920</td>
<td>0.900</td>
<td>0.871</td>
<td>0.840</td>
<td>0.823</td>
<td>0.810</td>
<td>0.796</td>
<td>0.776</td>
</tr>
</tbody>
</table>

**TABLE 1** Coefficient of determination, $r^2$, of linear fits in Figure 2.
Figures

Figure 1  CS reconstruction analysis. Structural similarity results of in vivo CS reconstruction across undersampling factors, TV and sparsity weighting in investigated sparsity domains. Red dotted line surrounds area with a higher quality score than NUFFT-based reconstructions at the respective undersampling factor. USF, undersampling factor; DCT, Discrete Cosine Transform; TV, total variation.

Figure 2  CS intensity reconstruction performance. Voxelwise comparison between reference image intensity $I_{\text{ref}}$ and undersampled reconstruction intensities $I_u$ for all undersampled reconstruction schemes. (a) Point cloud overlay of reconstruction accuracy for all USFs; black dashed line highlights a perfect correlation. (b) Linear least-square fits through point clouds at each USF. (c) Residuals of linear fit results. USF, undersampling factor; $I_{\text{ref}}$, reference image; $I_u$, undersampled image; DCT, Discrete Cosine Transform.

Figure 3  Investigation of non-linearity in intensity reconstruction. Mean intensity of voxel groups resulting from subdivision of $I_{\text{ref}}$ into 200 equally-spaced intensity groups. For each intensity voxel group, mean intensity values in $I_u$ over the mean intensity values in $I_{\text{ref}}$ are plotted across all USFs. Red solid box and blue dashed box show zoomed in view for lower and upper 15% of intensity groups, respectively. USF, undersampling factor; $I_{\text{ref}}$, reference image; $I_u$, undersampled image; DCT, Discrete Cosine Transform.

Figure 4  TSC estimation results. Top row: Mean TSC estimates in GM (left) and WM (right) for CS and NUFFT-based $I_u$ at all USFs. Horizontal black dashed line indicates TSC estimate of $I_{\text{ref}}$. Bottom row: Relative percentage discrepancy between TSC estimates in $I_{\text{ref}}$ and $I_u$. TSC, Tissue sodium concentration; USF, undersampling factor; NUFFT, Non-uniform Fast Fourier Transform; DCT, Discrete Cosine Transform.
Supporting Material

Figure S.1  In vivo reconstruction. Axial and sagittal cross section of in vivo reconstructions. Top row: Fully sampled (10,000 projections) reconstruction ($I_{\text{ref}}$); lower rows: NUFFT and CS reconstructions across different under-sampling factors. CS reconstructions with highest sSim score are displayed. USF, undersampling factor; DCT, Discrete Cosine Transform, $I_{\text{ref}}$, reference image.

Figure S.2  Density-colored scatter plots of intensity reconstruction in $I_{\text{ref}}$ and $I_u$ in one subject. Matrices display reconstruction correlation across all undersampled reconstruction schemes (rows) and USFs (columns). Black solid line shows identity. Reconstruction performance is illustrated in (a) the extracted brain mask, i.e. structural components, and (b) a background region, i.e. noise/undersampling artifacts. The red dotted line in (a) illustrates a linear least-squares fit through the point cloud. USF, undersampling factor; $I_{\text{ref}}$, reference image; $I_u$, undersampled image; DCT, Discrete Cosine Transform.
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